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INTRODUCTION

The present dissertation has been driven by thergsson that the melody of speech is
one of the first aspects of language to be acquoyeiifants but the last to be mastered by
second language learners. What is more, as a lbulksearch reveals, while the growing
proficiency in the L2 has an increasing influencetbe mother tongue and may cause
a loss of nativeness in L1 speech, L1 intonatiods$eo remain unaffected. However, most
of the existing studies into phonological acquisitconcentrated on the segmental aspect
of language. Intonation has received greater abierdanly recently, mostly because of
technological advance which allows for a detailed @recise analysis of speech. The
thesis has aimed at providing an explanation toptenomenon, answering the need of
devising a theoretical model of acquisition of mation.

Many studies into intonation concentrated on arsguage-specific character being
the main cause of errors committed by L2 learnerg. (Backman 1977; Willems 1982;
Mennen 1998). Acquisition, however, is affectedunywersal influences to a much greater
extent than by the mother tongue patterns; thezetbormodel of the process should
incorporate both types of forces.

The dissertation is composed of four chaptersaandppendix. Chapter 1 presents
definitions of prosody, suprasegmentals and intonafollowed by a historical overview
of approaches to this aspect of language. The omarponents of intonation, i.e. duration,
loudness and pitch, are discussed, along otherogioselements: stress, accent,
prominence and rhythm. The chapter proceeds talekeription of intonational meanings
and functions, including those universal and pagalistic, encompassed by the three
biological codes. Finally, the intonation of Polaid English is briefly described.

Chapter 2 offers an account of the studies int® dlequisition of intonation.
Maturational, social, psychological and individutgctors affecting the process are
addressed, as well as various views on the nofiorativeness. An overview of perceptual
studies is followed by the description of the iefice of the universals and the L1.

Chapter 3 provides the reasons for selecting ldafinonology as the theoretical
foundation for the model of the acquisition of imation. The basic tenets of Natural
Phonology and its concepts related to first ands#@danguage acquisition are presented.
Intonational typology based on the holistic apploa€ Donegan and Stampe (1983) is
established for English and Polish. Finally, a noofethe acquisition of intonation is
proposed with the emphasis on the phonological gg®es influencing learning: the
universal processes and typological preferences.

Chapter 4 presents an empirical verification of thssumptions formulated in
chapter 3. The experiment investigated the infleesicuniversal processes and language-
specific preferences on the development of L2 iatimmal system in the L2 learners’
interlanguage. An evaluation of the experimentoie and topics for future research are
provided.

The dissertation concludes with the recapitulatbrihe results of the experiment
and the evaluation of the proposed model of thaeiiaitpn of intonational.
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CAH Contrastive Analysis Hypothesis
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CHAPTER 1: Prosody and prosodic features

1.1. Defining prosody and intonation

Pitch variations in natural languages have beepahneof many phonological and phonetic
theories since Joshua Steele (1775). However, Werg usually treated as a marginal
aspect of language. The turn of the"2€entury witnessed a revival in the study of
intonation, which constitutes a vital part of thresodic level of language (e.g. Ladd 1996;
Steffen-Batogowa 1996; Hammond 1997; Hirst — Distoxi 1998; Botinis 2000;
Carmichael 2000; Gussenhoven 2000, 2001, 2002; @B0&; Grabe — Karpski 2003;
Grabe 2004, Karpski 2006).

The termprosodyis often confusing. It is derived from the Gree&rdizposwdia,
‘prosodia’, denoting “song sung to a musical instemt” Dictionary of Language and
Linguistics1996), so prosody is “the musical accompanimeniéovords” (Fox, 2000:1).

It is concerned with units greater than the indmaldsegments, namely length, accent,
stress, tone and intonation, hence another nanpeasegmentals. However, the precise
description of the scope and current linguistic mmag of prosody is far from being easy.

Many linguists, e.g. Cruttenden (198G)se the terms “prosody’and
“suprasegmentals” interchangeably, since, as hdtsdthey coincide to a large extent.
Other linguists claim, though, that the phonolobistucture above the segment is too
complex to consider prosodic features as the oingslys superimposed on sounds. Thus,
one can draw a distinction between “suprasegmeatad’ “prosodic” mode of description
(Fox 2000). “Suprasegmental”, a term introducedAyerican structuralists who believed
that the speech continuum consists of minimal urgtapplied to “distinctive features that,
unlike a phoneme, cannot be segmented individu&lgm linguistic utterances”
(Dictionary of Language and Linguistid®96). The processes at the suprasegmental level
vary from language to language: in English theyude stress, rhythm and intonation, as
well as vowel length, sound reduction, elision,rtoalation, and assimilation, while other
languages, such as Turkish or Finnish, involve ydvaemony (Hyman 1975). Therefore,
this term can be used to “refer to a particulamf@isation in which a phonological feature
or process is conceived of in non-segmental termi$ieory, any phonological feature can
be analysed in this way, whether prosodic or nétx(2000: 2).

According to Laver (1994), the analysis of the sgpgmental level of language
concerns the description of the domains larger thasegment, such as, among others,
setting$, the syllable or the utterance. The suprasegmergtérns include pitch and
loudness, the perceptual correlates of fundameinégjuency, rhythm, “the complex
perceptual pattern produced by the interactioninmetof the relative prominence of

L «Any tendency for the vocal apparatus to maingiyiven configuration of featural state over twarmre segments
in close proximity in the stream of speech” (La¥884: 153).
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stressed and unstressed syllable” (Laver 1994:, 188, that is the tempo of speech, and
continuity, depending on the occurrence of pausdisa utterance.

On the other hand, the term “prosodic” can be seervolving from the British
tradition which typically analyses spoken languagesituational context, that is, the
situation in which an utterance has occurred. Tdrentthus refers to this part of an
utterance which is left once the single segmentpetch are set aside, i.e. length, accent,
stress, tone and intonation. What should also beluéded from prosody are the
paralinguistic and non-linguistic auditory aspeatspeech since they are not systematic
and not used conventionally or intentionally in eoumication. The former refer to
temporary modifications of voice, resulting in enghisper, falsetto, etc. (voice qualifiers)
and a giggle, cry, etc. (voice gualifications) (&g} 1969: 133, 138), while the latter — to
voice quality, sneezes or coughs. On the wholesquty can be defined as “those auditory
components of an utterance which remain once seginas well as non-linguistic and
paralinguistic effects have been removed” (Coupeiin 1985:. 2-3) or as “sets of
mutually defining phonological features which hareessentially variable relationship to
the words selected” (Crystal 1969: 5). That mehas the denotative meaning of a word
will be dependent on its segmental structure btibndoudness, duration or pifch

The place of stress is, at least in English, probkc. Stress does differentiate
words, e.g.pgroject(noun) frompro'ject (verb), therefore it does not belong to the saalpe
prosody, unlike the type of stress which decidesuaithe rhythmic beat and/or about the
placement of the nucleus within an utterance. &ltterd does not influence word meaning,
therefore it constitutes a part of prosody (Cougeimen 1985: 4). The components of
speech are presented in Figure 1.1.

Utterance
/\
Segmental Non-segmental
Prosodic Réinguistic Non-linguistic
(Voice qualifiers (vocafflexes
ﬂ\ and qfieditions) and voice quality)
Loudness Duration Pitch Pause

Figure 1.1 Auditory components of speech in commation (Couper-Kuhlen 1985: 4)

2 Only in intonational languages.



There is no single accepted definition of intonatiBolinger (1989: 1) remarked
that “intonation is a symptom of how we feel abadiat we say and how you feel when
you say it.” Other linguists are more precise;tf@m the term refers to “the distinctive use
of patterns of pitch, or melody” (Crystal 2003).0RRtically, intonation can be defined as
“continuous, and continuously varying, pitch pattewhich is perceived as uninterrupted,
since voiceless breaks are not salient enoughhfotistener to register (Fox 2000: 274).
Ladd (1996: 6) offers his own definition of intormat which includes certain key points:
suprasegmental phonetic features that carry sesdemel or postlexical pragmatic
meanings in a linguistically structured way. Supraeental elements are restricted to
fundamental frequencyfy), intensity and duration. Sentence-level pragmait&anings
refer to whole phrases and utterances, namely vaisentence types, speech acts, focus
and information structure, thus excluding word sdreaccent and tone. Finally, intonation
Is linguistically structured, i.e. it is a systerhaategorically distinct entities, e.g. low vs.
high tones, and relations, e.g. strong vs. weak.

In many sources, though, the term “intonation” ised interchangeably with
“prosody”. The differences between definitions tegtom the ambiguity of the word,
since intonation can be defined in its broad sesseomprising such lexical characteristics
as word stress, tone and quality, or in its narsewse, without these elements (Hirst — Di
Cristo 1998: 4). Another source of ambiguity conserthe levels of analysis and
description. On the phonetic level, intonation tedato the variations of such acoustic
parameters as fundamental frequenigy, (vhich is the primary parameter, intensity and
duration (see Figure 1.1). Some authors includen evgithm which is reflected in
variations of spectral characteristics (Crystal9)9®n the other hand, the linguistic level
of representation, at least in English, often ideld the lexical (word stress) and non-
lexical prosodic features (intonation) correspogdilirectly to the physical parameters of
intensity and fundamental frequency respectivelysdon occurred, however, that the
correspondence is more complicated, as fundamdrdggliency is also an important
perceptual cue for stress (e.g. Jassem 1952; Bolib@s8; Fry 1958; Lehiste 1970; after
Hirst — Di Cristo 1998).

Hirst and Di Cristo (1998: 1-2) remark that the adggion of intonation poses
a challenge for a researcher, since it is one@fribst universal and, at the same time, one
of the most language specific features of natamadliages. Intonation is universal because
it is present in all languages and some of its tions are shared by many unrelated
linguistic systems, e.g. raised pitch marking niodfty, in contrast to lowered pitch. On
the other hand, intonation is language-specificih@se exists no universal intonational
meanings and the choice of a particular patterred@p not only on the language but also
on the dialect, style, mood or attitude of the &pea

Another source of difficulty in the description oftonation is the fact that the
phenomenon indeed has meaning, though frequentlsivel, contrary to other
phonological features, both prosodic and segmefiat. example, a falling intonation
usually denotes ‘completeness’ or ‘statement’, ghal rising intonation tends to be
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interpreted as ‘incompleteness’ or ‘question’. Tieaning of intonational patterns is often
associated with speaker’s attitudes and emotictherahan with grammatical categories,
which contributes to problems in describing intamatsystems (Fox 2000). Speakers vary
considerably in vocal expression of their emotigherefore it is difficult to establish any
direct relationship between emotions and particutéonation patterns. Liberman et al.
(1967) claim that there is no single acoustic dateeof the emotional modes and prosody:
a given emotion can be expressed by a number ofogem and vice versa, some
intonational patterns can depict a number of atitu Another problematic aspect of
intonation is the fact that the distinctions itates are not discrete but gradient, e.g. the
falling contour can be of various heights paratley relevant gradience of meaning. All
these problems led Bolinger (1978) to describenation as “a half-tamed savage”, since
the phenomenon cannot be accounted for in termthefstructures employed in the
analysis of segments. Other linguists claimed ithtanhation belongs “around the edges of
language”, on the verge of paralanguage (Fox 2PD0).

In the present work, the terms “suprasegmental” grdsodic” will be used
interchangeably, as the minute distinctions betwthem are of no great importance for
this project and will be reserved for the broadssenf the above-the-segment level of
language. Both will refer to the abstract cognisystems and the physical parameters they
are mapped onto. “Intonation” will refer to the Alexical features that include both the
phonetic features of utterances and the phonolbtgeal of pitch patterns, declination,
boundary phenomena, etc., which are describeditatars chapter.

1.2. The phonetics of prosody

A phonetic basis for the description of prosodiatfees includes certain components of
the speech process. On the whole, three compoboénite physiology of speaking have
been specified:
a) the subglottal component: the lungs and trachealwmioduce the air stream;
b) the larynx: responsible for voicing, aspirationottdlisation and regulation of the
pitch;
c) the supralaryngeal component: the pharynx, mouthnase, most of the segments.

For the segmental level of language the supral@&sihcpmponent is relevant, as the
place and manner of articulation are defined im#eof the positions of speech organs. The
feature of voice, aspiration and glottalization aweluded in the laryngeal component.
What differentiates prosodic features from segnmdatdures, though, is the fact that they
mostly result from laryngeal or subglottal activipitch, intensity and other components of
suprasegmentals depend on the activity of the t@ghand respiratory muscles (Fox
2000: 3-4).

A phonetic description of intonation in terms ofcBuspeech components is not
adequate, though, due to the overlapping descrbede. Since certain segmental and
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suprasegmental features are localised in the laalngbmponent, the description does not
provide a clear distinction between what is and twikanot prosody. Therefore, other
features must be taken into consideration.

1.2.1. Duration

Prosodic features differ acoustically from one amotquite considerably. Both tone and
intonation are realised in terms of the same patemaé pitch, fundamental frequendy)(
measuring the rate of vibration of the vocal foldslike accent and stress. When it comes
to duratiori, however, its accurate phonetic description appéaibe almost impossible.
First of all, in order to measure the relative dioraof sounds, one should be able to draw
clear syllable boundaries which are not always easyleterming especially in the
framework that treats intervocalic consonants abisytabic. Secondly, the duration of
speech sounds are conditioned by global and laecabrfs: the former include the accent of
the speaker, the overall tempo and continuity efutierance, as well as the paralinguistic
state of the language user at the moment of spgakotal factors are exemplified by the
influence of the neighbouring sounds, the segmestialcture of the syllable, stress
placement, and the position of the sound withinutterance: utterance-initially, medially
or finally. (Laver 1994: 432). Therefore, no abselduration for a particular sound can be
established, for which reason duration is usuakgctdibed as relative. For a detailed
discussion of duration and length see Laver (1994).

1.2.2. Loudness

Acoustically, loudness is identified with intensipr power) of a sound or a sequence of
sounds depending on the varying pressure of thesteeam. This feature is related to
amplitude another component of sound, along frequency. rAshe case of duration,
absolute intensity of a syllable often depends dfer@nt influences which makes it
difficult to assess. As for linguistic purposes fehich loudness can be used, it adds
emphasis to an utterance or expresses speakergoam@Cruttenden 1986). Moreover,
the average loudness of speech varies not onlydastwndividual speakers, but also
between accent-communities. Abercrombie (1967:t®&fatively assumes that the degree
of loudness might be language-specific, e.qg. Egyp#irabic can be perceived as relatively
louder than Scots Gaelic.

% Hereduration andlengthare used interchangeably, but the two terms dem dfeated separately, withiration
being a phonetic feature atehgth— a phonological one (Laver 1994: 436).

* For a detailed discussion of the syllable see,@Bz@balska-Kotaczyk (2002).

® According to Laver (1994: 501), loudness is “tleeqeptual feature relating to the physical concéjtensity.”
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1.2.3. Pitch

Pitch is a perceptual concept, i.e. relating teehisr’'s judgements, involved in tone and
intonatior. Its acoustic correlate, as mentioned in 1.2slfuhdamental frequency. It is
estimated that in European languafjesalues in conversational speech range from 120 Hz
for men to 220 Hz for women and 330 Hz for childbstow ten years of age (Laver 1994:
451). That is why pitch is relative: perceptual gathents will be made “in terms of
a hypothesized placement within the general rafhg&ach over which the speaker’s voice
is believed to move” (Laver 1994: 457), therefdre bowest pitch produced by a child will
be perceived as higher than the highest pitchesrofn. Moreover, the perception of the
pitch of a particular syllable in an utterance ifionational languages) depends on the
pitch of the neighbouring syllables (Laver 1994).

The composition of syllables influences an ouegpdth pattern. First of all, only
voiced sounds possess a repetitive waveform, hawavethe flow of speech gaps in
voicing are not perceived. Voicing, though, inflaea thef, of neighbouring voiced
sounds, namely vowels, will have a higlfeafter voiceless consonants. What is more, the
fo peak will fall on the beginning of the vowel pldcafter a voiceless consonant but if the
vowel follows a voiced consonant, the peak is i itiddle of it. As far as pitch changes
are concerned, a given tone (pitch pattern), efglldHL%), is realised differently if it
falls on a word consisting of a single syllable ceml throughout, e.glohn or Betty,
composed of two syllables with two short vowels angbiceless consonant in between. In
the former case, the fall is rather continuoughm latter — it is a step between a high and
a low tone (Cruttenden 1986).

The melody of an utterance depends on the sequeithe relative pitch values
within the speaker’s pitch-range as perceived leyligtener. According to Laver (1994),
the listener assesses the speaker’s pitch-rangealathe meanings associated with the
phenomenon, on the basis of a number of assumptions

a) Organic range: the maximum range which the spealadrle to produce, depending
on their individual anatomy and physiology.

b) Paralinguistic range: the adjustments of pitch-eamgthin the organic range in
order to convey attitudinal information (which islttire-specific).

c) Linguistic range: the habitual adjustments of tlpeaker's range of pitch in
paralinguistically unmarked, attitudinally neuttdderances.

d) The phonological pitch span: the local range @disor prosodic purposes within
an utterance or part of an utterance.

Pitch span involves two concepts: the baseline icivirs the series of pitch-values
that is perceived as forming the floor of the catrpitch span” and the plateau (topline),

® Tonerefers to “speech melody when it is a propertthefword” andntonation— “when it is the property of the
sentence” (Abercrombie 1967: 105).
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“which is the series of pitch-values that is perediin forming the ceiling of the current
pitch-span” (Laver 1994: 459), both being trendsroseveral syllables. The width of the
pitch span is defined as the interval between #selne and the plateau.

In order to decipher the information conveyed bg Hpeaker’s pitch-range, the
listener must possess at least basic knowleddeeddfieaker’s organic range of pitch, their
current attitudinal state, the usual linguisticganas well as the value of the pitch span
currently used.

Another feature of pitch is declination, a phenoarepresent in many languages,
though not in all. It refers to “the downward slagéoth the baseline and the topline, with
the progressive narrowing of the pitch span withmlinguistic range” (Laver 1994: 459).

A description of intonation must also take into @aoat the notions of pitch height
and pitch contour. The former relates to the redatieight of the pitch of a given syllable
within the values of pitch span (e.g. “high”, “mjdtow”, etc.), and the latter to “the shape
and direction of the trajectory shown by any petibdg change in pitch-value though the
duration of the syllable”, e.g. “level”, “rise”, all”, etc. (Laver 1994: 461).

Finally, pitch contours are aligned with the segtakmlement of an utterance:
a change in pitch may occur in the early, middldabe part of the syllable, or it may
extend over more than a single syllable (‘t Ha@ellier — Cohen 1990: 153). Figure 1.2
presents the dependencies between various aspectsody.

Articulatory Aagstic Auditory
dimension dimension dimension
Vibration of Fundamentaj------------------- Pitch
vocal folds frequencyoj

Physical effort -------------------- Amplitude Loudness
(intensity)

Figure 1.2 Relationship between the articulgtagpustic and auditory dimensions of prosody (a@uper-Kuhlen
1985: 7)

1.2.4. Stress, accent and prominence

Intonation, like music, is part of a larger metticdructure involving the grouping,
accentuation and rhythm of its components (Lavé&4)9However, since the present work
concentrates on intonation, these components afaakstructure will be treated briefly.
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Stress refers to the degree of force used inymind a syllable in a word or
sentence (Crystal 2003) so that the syllable issnppominent for communicative purposes
(Chun 2002). There are several phonetic correlafestress, i.e. intensity (stressed
syllables have higher intensities than unstresses caused by the quicker closure of the
glottis during vocal folds vibrations), fundamenfi@quency, although contours depend
more on the intonational grammar than on a wortlsss pattern, quality (vowels in
unstressed syllables tend to be centralised andg teanded), finally duration, as
consonants and vowels are tend to be longer issgicesyllables (Gussenhoven 2004: 15).
For many authors (e.g. Cruttenden 1986; Chun 20£1ss refers to prominence in its
general sense excluding pitch change as a prinaotprf while prominence involving
pitch is called accent. However, in various appheacto intonation those terms are
frequently ambiguous.

1.2.5. Rhythm

The perceived regularity of prominent syllablesamutterance is referred to as rhythm. It
can be discussed in terms of a contrast betweandad short syllables, or high and low

pitch, yet its description in terms of stressedwsstressed syllables is the most frequent
(Crystal 2003).

The traditional view of rhythm (Pike 1946; Abeynrbie 1965, 1967) holds that the
rhythmic organisation varies from language to lagg with some systems, e.g. English,
German, Russian or Arabic, revealing a tendensjrass-timing, i.e. pronouncing stressed
syllables at roughly equal intervals of time, notterahow many unstressed syllables
between the stressed ones exist. In other language French, Spanish, Japanese, Italian,
Turkish or Yoruba, syllables, not stresses, tendetgpronounced at regular intervals. Such
languages are referred to as syllable-timed (chdgan — Stampe’s (1983) “isosyllabic”
and “isoaccentual” dichotomy). Therefore, the Iéngt words depends on the number of
syllables, not the number of stresses (Chun 20012¢. third group of languages reveals
a tendency for mora-timing (e.g. Japanese), in whig/thm depends on morae, or sub-
units of syllables which consist of one short vowed any preceding onset consonants.
The duration of successive morae is said to be-e@aal, therefore, mora-timed languages
bear more resemblance to syllable-timed langudgestb stress-timed languages.

Empirical studies, however, proved that stricbclsony is not absolute, but
speakers “merely perceive intervals between besitsoghronous” (Couper-Kuchlen 1985:
52). A more recent rhythmic classification (e.g.uba 1983, 1987; after Grabe 2004)
places languages on a rhythmic continuum and staggdanguages can be more or less
stress-based. For instance, prominent syllablesiroat regular intervals in English,
a stress-timed language, yet a similar phenomermon be observed also in Spanish,
a syllable-timed language. However, in English pgrent syllables are perceptually more
salient than in Spanish. Therefore, what influethgerhythmic structure of a language are
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the phonological, phonetic, lexical and syntactctors, such as the structure of the
syllable, vowel reduction and word stress. The that syllable structures of stress-timed
languages are more varied than in syllable-timedjdages, and that in syllable-timed
languages vowel reduction is rare causes the |la@ysguaf these types to differ.

Nespor (1990) rejects traditional rhythmic catégm since they fail to account for
“intermediate languages”, such as Polish or Catalnch are rhythmically mixed, i.e.
they possess the properties of both stress-timmy syllable-timing (cf. Ramus et al.
1999).

For a detailed discussion of rhythm see, e.g.dgan — Stampe (1983), the model
of Beats-and-Binding by Dziubalska-Kotaczyk 200&ag Zborowska 2001.

1.3. The phonology of prosody

Prosodic features must also be described in termthedr linguistic role (Fry 1968).
As Crystal claims (1969: 5),

we may define prosodic systems as sets of mutdalfining phonological features which have an
essentially variable relationship to the words ctelé’, as opposed to those features ... which have a
direct and identifying relationship to such words.

What distinguishes prosodic from segmental featigethat, since they relate to
phenomena larger than a segment (Lehiste 1970,r i8@4), the linguistic distinctions
they evoke differ from those of segments, namelgytlare both paradigmatic and
syntagmatic: unlike segments, they can be “estaddisby a comparison of items in
sequence” (Lehiste 1970: 2), in other words, thaystnbe defined “in relation to other
items in the same utterance” (Ladefoged 1975).

It should be noted that the relationship betwpeysodic and segmental features
from the phonological point of view is the reversé the phonetic perspective.
Phonetically, prosodic features constitute the mbasic part of speech production;
phonologically, they have been considered as secgrid segments, since they are seen as
modifications of the latter (cf. Bloomfield’s (1985‘secondary phonemes”). The
consequence of this stance is that prosodic feaireedevoid of inherent meaning and that
they are meaningful only if they occur in largenrms. Bloomfield’s judgement is
unsatisfactory, though, since it was based onlyeaglish; in other languages prosodic
features can be primary phonemes, e.g. pitch in€3ei or duration in German (Fox 2000).

Various approaches to the phonology of intonatieii be discussed in the
following subchapter, presenting a brief overvidvinbonational models.

" Except tone languages.
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1.4. Models of intonation

A number of approaches to intonation have beenesigd so far, some adopting whole
tonal contours, others only parts, i.e. tonal sages, as the fundamental components of
intonation. For one of the most exhaustively désatiprosodic systems, English, two
main approaches exist: the contour analysis devwrs&airope, particularly in Britain, and
the levels analysis that originated in the Unitéatés. The former approach describes pitch
patterns according to their overall shape, groupitgnational phenomena into tone units,
tone groups or sense groups which are further aedlinto such components as pre-head,
head, nucleus and tail. Such approach dependdama extent on auditory judgements
made by listening to recorded data.

On the contrary, the latter approach developeth@énUSA is based on acoustic
analysis. American researchers decompose intohtomtours into sequences of tones or
pitch levels, except Bolinger (1951) whose thedrpitch accent is similar to the British
school. The most recent theories include generativedels based on metrical
representations of utterances and on sequence® dbhes, H (high) and L (low).

1.4.1. The British tradition

Although the British approach can be said to haggubh with the works of a German
scholar Hermann Klinghardt (1927), the names contynassociated with the origin of the
tradition are Jones (1909) and Armstrong and Wa@a2¢) whose means of description
focusing on the overall shape of the contour i®mefl to as the tune analysis. They
established a set of contrasting tunes, or tomedosed within a domain of a sense group
which is said to express a single thought. Eaclumioas to contain a nucleus, i.e. the
syllable with the greatest prominence. A tune pathbegins on the stressed syllable of the
last stressed word in a group and includes thevatig syllables. Pauses mark boundaries
between sense groups. Pitch range and pitch haightital for this description. Five tones
are proposed (Sweet 1890), level (-), risifgfélling (°), falling-rising or compound rise
(") and rising-falling or compound fall (). In tracription, the tone marks are put before
the word they occur in or at the end of a sentdimeg modify.

The tonetic approach (Palmer 1922) continues aheve conventions, yet it
develops the analysis of tunes by dividing theno istaller segments. The largest
intonational unit is the tone group which consitsaa head and a nucleus, each showing
pitch contours. The head includes all the syllalide®ore the nuclear syllable and bears
a pitch pattern that differs from that of the nusleTone diacritics are written before each
stressed syllable which indicates where a giveshpihovement begins. The tonetic
approach is further developed by O'Connor and Ard961), whose work is still used in
foreign language classrooms. They represent turegshigally by means of dots, large for
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the nucleus and smaller for unstressed syllabkgsyden two horizontal lines representing
the range of the speaker voice. They grouped tacesrding to the attitude they convey:

a) Low Fall: the voice falls during the word from a mediunateery low pitch.

b) High Fall: the voice falls during the word from a high teexy low pitch.

c) Rise-Fall the voice first rises from a fairly low to a higditch, and then quickly
falls to a very low pitch.

d) Low rise the voice rises during the word from a low to admm pitch or a little
above.

e) High rise the voice rises during the word from a mediura tugh pitch.

f) Fall-rise: the voice first falls from a fairly high to a hatr low pitch, and then, still
within the word, rises to a medium pitch.

Another follower of the tonetic approach, Halld@d 967), based his phonological
categories on meaningful grammatical contrastsetbee different intonational choices in
such utterances dsn GOing andI'M going should be treated as different grammatical
distinctions. According to him, even though a singlentence can be produced with
a number of diverse pitch contours, not all pitcbvements are of significance. He
establishes five significant patterns along withitlgeneral meanings.

Tone Symbol Tonic movement Terminal pitch tendency
1 falling low
2 . rising high
” falling-rising high
3 - rising mid
4 ~ (rising)-falling-rising mid
5 - (falling)-rising-falling low

Figure 1.3 Halliday's (1967) intonational patterns

According to Halliday, falling tone 1 indicates thie information communicated is
known and stated, while rising tone 2 implies thi@aknown polarity and requesting
information. Low rising tone 3 carries uncertaintyalling-rising tone 4 is used to
communicate information known but with the air afutht or reservation. On the contrary,
doubt is indicated by rising-falling tone 5 in orde be dismissed.

Apart from the general meanings ascribed to Huwva tones, an intonational pattern
can carry an additional specific, even attitudinaeaning, resembling the attitudinal
significance described by O'Connor and Arnold, ngrtiee degree of involvement of the
speaker. For instance, falling tone 1 applied sem@tence saw him yesterdatends to be
perceived as neutral, rising tone 2 in the sam&esea sounds contradictory or challenging
and low rising tone 3 is non-commital and disengagé&alling-rising tone 4 makes the
sentence reserved on the part of the speaker, Mikileg-falling tone 5 indicates the
speaker's involvement.
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What makes this type of analysis problematictifi@oretical accounts is the lack of
a clearly stated distinction between the phonetid phonological segmentation of the
pattern, or the inability to establish a definitewber of significant contours in a language,
e.g. the exact number of falling contours. Moreoiutesften does not explain how contours
are mapped onto words and syllables, although OiGoand Arnold’s model does. These
drawbacks are largely caused by the pedagogicahtation of the approach and the lack
of sound theoretical foundation, although the asialllas some phonological basis. In spite
of this, the British tradition, especially Hallidayexplicitly phonological framework, has
remained influential (Fox 2000; Chun 2002).

1.4.2. American structuralist approach

American linguists represent the phonemic appro@chntonation, influenced by the
phonemic treatments of segments. They intendedrieeaat an intonational model that
could be described by a small number of discrath@ccents.

For Bloomfield (1935), intonation consists of ¢eadary phonemes” of pitch. He
distinguished five of them: fall [.], rise [?], &= rise [¢], which occur sentence-finally,
and exclamatory pitch [!] and suspension [,] whaadn either combine with the former
ones or are placed in a non-final position in aarahce. He did not refer to the melody of
speech as “intonation” but rather “differences ibdhg’ (1935: 114).

The linguists who created the basis for the phoo@nalysis of intonation, though,
are Pike (1945) and Wells (1945) who establishedr fdistinctive pitch levels, with
1 meaning extra-high, and 4 implying low. The pitetels indicate contour points and are
grouped into patterns or contours. The most sicgifi patterns, referred to as primary
contours, are those at the end of the utterance.fifét stressed syllable in a contour
carries the first contour points and is calledltbginning point. The end point is located at
the end of the contour. Additionally, in betweemgocontours there occurs a direction-
change point. If an unstressed precontour prect#uegrimary contour, the two form
a total contour. The pitch levels transcribed seatence are depicted in example 1 below.

(1)
The doctor bought a car.
3- °2-4-3 4- °2-4

Example 1 presents two total contours. Hyphemmsgontour points in each contour
and the symbol of ° indicates the beginning pofrthe primary contour.

Pitch levels alone carry no meaning; they meplyide “end points, beginning
points or direction points to the contours” (Pik84%: 26), thus contributing to the
meaning. Therefore it is the contour that is megfhoin Pike attempts to describe the
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general meanings of primary contours. The fallingtours constitute contrastive pointing,
I.e. the syllable which is the beginning point bistcontour receives selective attention of
the speaker and hearer; on the other hand, thewofalling to pitch four located before
the final type pause carries the meaning of fipgRike 1945: 44). What is worth noting,
the contour falling to pitch three indicates noafity.

The model created by Wells (1945) resembles tigead Pike’s, though he uses the
reverse numbering of pitch levels. His approachased on the theoretical framework to
a greater extent than Pike's. In the analysistohpie applies the principles of the analysis
of segments. As he groups pitch phonemes into neongs (sequences of pitch
phonemes), Wells deprives the contour of its phagiokl status. His approach influenced
Trager — Smith (1951) who decompose the contour fiotir pitch phonemes, each with
possible allophones. The modifications of the fipatt of the contour are due to one of
three terminal junctures: 'single-bar' /, 'doubde-ly and 'double cross #.

The main problem with the level approach, noydat linguistic theory but also for
language teachers, is the relativeness of the jpedis. In the absence of any absolute
pitch within an intonation group, one may assumar,fdive or more levels equally
possible, which makes the analysis wholly arbitravpreover, it was shown that very
small pitch movements can convey meaning, whilgdapitch variations may not reveal
any significant differences in meaning, which toer levels frequently fails to represent.
Similarly, the model does not represent clearlyghenetic details of the pitch movement
from one level to another, as in the sentefeorge couldn't do it# (the numbers
represent Wells’s levels: 4 ‘extra high’ and 1 ywdow’), it is not obvious on which
syllable exactly the transition took place. As tbe terminal junctures, their usage is
justifiable when they mark the reversal of the oont as in 41// (rising terminal). On the
other hand, the terminal is not significant in 4figiling terminal) (Cruttenden 1986).

1.4.3. Bolinger's theory of pitch accents

Bolinger (1957, 1958) was the first to conduct duative acoustic experiments on the
intonation of American English. In 1951 he propoadtfieory in which intonation contours

consist of a sequence of pitch accents, each pitcent being a marker of prominence.

According to him, neither pitch nor stress are m@ritally independent, since it is pitch

that is the main cue to stress. Consequently, attomal morphemes are affected by both
pitch and stress: pitch accents. Apart of thesmehs, intonation includes non-accentual
aspects of pitch, i.e. gradient patterns, suchespsor gradual falls.

Bolinger (1958) distinguishes three types oftpéccents for American English, the
most frequent Accent A, Accent B, and the leastident Accent C, later (1989) called

8Similarly to the assumptions of the British appiwagolinger (1951) claimed that the configuratiafgitch are
more meaningful than pitch levels.
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profiles of the accent or “shapes determined by Ktwsvpitch jump cueing the accent is
realised” (1986: 139). Accent, or Profile A, regets a configuration with “an abrupt fall
in or from the syllable that is made to stand owtthe fall” (1989: 3). Profile B can be
related to the rise in the British tradition, assitmarked by a jump to the syllable that is
made to stand out by the jump, with any followingaacented syllables usually continuing
with a gradual rise but often staying level or et@tng slightly” (1989: 3). Profile C can
be regarded a reverse of Profile A, since it isrtkad by down to rather than down from”
(1989: 4). Combinations of the profiles are possiblamely CA, AC and CAC (1986). In
order to represent intonation, Bolinger illustrgpgsh movements with the very utterance.

1.4.4. Generative approaches

Generative phonology constitutes a contrast tosthecturalist approaches. The classical
framework does not focus much on intonation. Staky{1960) attempted to employ

Chomsky's model (1957) by adapting his rules towshbat each sentence had an
intonational contour (Figure 1.4).

1. S — Nuc + IP (Intonation Pattern)
2. P — C (Contour) + JP (Juncture Point)
3. cC - Disc(ontinuity)
Cont(inuity)
4, Disc — 001] (= any fall to 1 + terminal fade; 0 = any pitchopleme)
5.

021 >
0324

Cont— (11 002, N
003,
004,

(N 0434V )

Figure 1.4. Stockwell's (1960) rules generatingniation patterns for a sentence

Nuc represents the syntactic structure of the septeRules 2 to 5 generate the
Intonation Pattern (IP) which includes a Contou) @d a Juncture Point (JP). The
Contour showing Discontinuity implies a falling gt with a terminal fade, while the

Contour representing Continuity results in a nom-lpitch with a terminal fade or
a terminal rise (Fox 2000).

The model, clear as it may be, has some flaws, Ihifact, an adaptation of Trager
and Smith's (1951) categories; therefore it cateotonsidered a significant contribution
to the phonology of intonation. Moreover, the modssumes that there exists only one

20



intonation pattern for a sentence. Another prohkethe fact that the rules separate syntax
from intonation, which Stockwell (1972) addresseshis later work, where he tries to
incorporate the rules for intonation with the owésyntactic structure. Despite the flaws,
the idea that an appropriate algorithm can genamgdaation contours has been influential
(e.g. Fujisaki — Nagashima 1969) (Fox 2000).

In the 1970s, the issue of whether the placemenhefsentence stress can be
derived from syntactic rules, as described in CHgmand Halle'sThe Sound Pattern of
English(1968), was under debate, though no agreemenaabasved.

1.4.5. The Lund School

Garding and her colleagues at Lund (Bruce 1977c®8r Garding 1978; Garding 1981,
1983) are among those influenced by the generafpproach to intonation. Since their
analysis was created for Swedish, it describes budtmation and tonal accents of this
language. The model treats lexical prosody sefdsraxtan phrase- and sentence prosody.
The basis of the analysis is the sentence, mardedldxical accents or tones, accents
(tones) at phrase and sentence level, morphologitlphrase boundaries, and the mode
of sentence intonation” (Garding 1983). The finattern results from the combination of
the previously mentioned factors. The model is sansed in the algorithm in Fig.6. In
Rule 1 a tonal grid, described as “the global frdorethe sentence intonation” is created.
Rules 2,3 and 4 allow to insert the pitch peakshergrid.

Rule 1. Sentence and phrase intonation

Draw the tonal grid using sentence and major lgoigndaries.
Rule 2. Sentence and phrase boundaries

Insert highs and lows on the grid according tmgleage and dialect.
Rule 3.Sentence and phrase accent

Insert highs and lows on the grid according tmgleage and dialect.
Rule 4. Word accent

Insert highs and lows on the grid according tgleage and dialect.
Rule 5. Contrastive word accent

Adjust highs and lows according to language dabbdit.
Rule 6. @ntext rules

Insert highs and lows on the grid according totext.
Rule 7. Concatenation

Connect neighbouring generated highs and lows.

Fig.1.5 Garding's algorithm of pitch assignmenii@ng 1983)
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The weakness of the model is that it fails to idgrthose characteristics of the
intonation pattern that are phonologically releyaherefore its applicability is limited.
What is more, the generation of an intonationalt@onis based on accentual and tonal
features, while the phonological features of intmraare not in focus. As a consequence,
distinctions between significant and insignificanth features are not drawn consistently.

1.4.6. The Dutch school

The approach that originated in the Institute ferd@ption Research at Eidhoven (IPO)
differed from the other schools in that it is baset on phonologically distinct categories
but on perceptually relevant features of the acosgnal (Cohen — ‘t Hart 1967; ‘t Hart —
Cohen 1973; ‘t Hart — Collier — Cohen 1990). Thatfees were determined by the
resynthesis of intonation patterns: in the analgsydized patterns were created in such
a way that they were simpler than, but perceptuatjyivalent to the original patterns.
Thus “microintonation phenomena”, that is fluctoas of pitch that are imperceptible and
probably involuntary, were eliminated on the asstonpthat “thef, curves that do
contribute essentially to the perception of theespemelody are just those changes that are
programmed and voluntary executed by the speakdifaft — Collier — Cohen 1990: 40).

The smallest unit of perceptual analysis, in cattta 'pitch-levels' models, is pitch
movement, which can be divided into perceptualuiesst with discrete values and precise
phonetic definitions, along the dimensions of dimt timing, rate of change and size. In
their analysis of Dutch, ‘t Hart, Collier and Cohdh990) established five rising
movements, marked with Arabic numerals, and fivlinfa movements, which were
labelled with capital letters. For example, movemenndicates an early, fast, full rise,
whereas movement E an early, fast, half fall. Tyralwols can be combined to represent
more than one movement occurring on a single dgljabg. A&2, 5&A.

‘t Hart, Collier and Cohen (1990: 78) formulateded of restrictions which limit the
possible configurations of pitch movements, e.g€'ll can be followed by fall A or B but
never by fall C.” The configurations are groupetbithe following classes: optional prefix
or suffix, or obligatory root, together forming @rtour. The prefix can be recursive.
Figure 1.6 presents the contour of the sent@heemeeting has lasted three hours

1&B 1 A

De vergdering heeft drieiur geduurd

The meeting has lasted three hours

Figure 1.6 The IPO analysis of the intonationatqrat (after Fox 2000: 286)
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There are certain theoretical problems connectdtl thie IPO approach due to
which the model is not much different from otheedhes trying to find phonologically
relevant categories for intonation. First of dfletmodel is said to be perceptually based,
yet perception is determined by the phonologicalegaries. Moreover, some pitch
movements, even though perceptible, may not beglbgitally significant (Fox 2000).

1.4.7. Non-linear approaches

More recent approaches interpret intonation as r&linear phenomenon. The earliest
works (Liberman 1975; Goldsmith 1976, 1978) introeld “tone melodies” similar to tone
patterns found in tone languages. Their framewoglether with a new approach to stress
(Liberman — Prince 1977), which contrasts stressadd unstressed syllables in an
utterance, became the basis of the most influemioalels to date.

The standard generative model of intonation createyl Pierrehumbert
(Pierrehumbert 1980) assumes that the underlyimypooents of tunes are pitch levels,
namely high (H) and low (L) (Pierrehumbert, 198@&rReRhumbert — Beckman 1986; Ladd
1996), since it is believed that the contours ar@lionetic by-product of the simpler tonal
primitives, which are the real targets for pitcHRoca 2000: 388). These primitive
elements, referred to as tones, are assigneddatasegmental tier, called the tone tier, by
means of associatidriines. The tone tier is distinct from the tiersubmg segmental
features, therefore association lines integrat@megoto syllable head segments: nuclear
vowels. Thus, an utterance traditionally represgtr@igunddubtedlyandkangaroocan be
transcribed as follows:

(2) H L L H
| | \V
un.doub.ted.ly kan.ga.roo (Roca@(BB9)

The first tone associates to the main stress amddhond one — to the last syllable,
while in the last word the tones converge on tlsé dgllable. This does not mean, though,
that only these syllables are intonated: those ukedla for tone will receive an
intermediate pitch, mid-level (M). Moreover, thdlalgles between toned ones will reveal
a gradual change of pitch from the tone on the tiefthe tone on the right, which is
referred to as interpolation.

°Association — the abstract structural propertyl¥lénging together” (Ladd 1996: 55). Associatiores — lines
connecting units on different levels (Crystal 2003f. “tune-text association” (Liberman 1975).
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The tones in the above examples are simplifiedhduld be noted that each tune
contains three kinds of tone: the word t8r{@ierrehumbert's pitch accent) marked with an
asterisk® (e.g. H*), the phrase tone (phrase accent) mawitid ~ (e.g. L), and the
boundary tone marked with '%' (e.g. L%). Thereftine, examples in (2) can be rewritten
in the following way:

(3) H* L% L H H%
un.doub.ted.ly kan.ga.roo (Roca 2000: 393)

Pitch accents are the most important elementstohational contours. In English
(and Polish) they can comprise two tones, e.g. Ho#IH+L*. Pitch accents associate to
stressed syllables of words, the boundary tonethe@dge of the domafnof intonational
association and functions as a marker of intonatiphrase boundaries, while the phrase
accent links to the syllable shortly after the Ipi@ccent, if such syllables are present.
Otherwise, the phrase accent links to the samaldgllas the pitch accent (Roca 2000:
387-392). Contrary to pitch accents, the edge tgu@sise accents and boundary tones, are
single tones.

As far as utterances longer than one word are coadgintonational representation
can be shown as follows:

4) H*  H* H* H* H H*L L%

%

the dark clouds in the sky threaten imminent rain (Roca 2000: 393)

The nuclear tone is of the statement type (H®) on the right, associated to
a monosyllable, and H*s mark prenuclear word tones.

The structure of tunes can be summarised in tHewiolg rule (Figure 1.7) which
could generate all possible English tunes.

%The term “word tone” will be replaced with the ‘gitaccent” in the present work.
1(*) indicates the dominant component of the womktoassociating to the stressed syllable.
2For the explanation of the term “domain” see 1.5.1.
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Boundaty Fitch accent Phrase accent Boundaty
tone tone

HJIC

H% E* o ju s

. .-'_ L 5 >< R
L% L i L%

L- +H*
HAL
H- +L*

H* +H

Figure 1.7 Rule generating legal tunes in EhglRierrehumbert 1980, after Ladd 1996: 81).

The diagram reveals that an intonational phrasesisttnof a sequence of tones,
H and L. The intonational phrase consists of foomponents: a boundary tone at the
beginning of the phrase, a pitch accent, a phrasend and a final boundary tone. The
tones marked with asterisks are central to therdactiee tones marked with " ' represent
'leading’ or 'trailing' tones. Phrase accents aecatéd at the end of the word carrying the
last pitch accent and indicate the movement inhpitom the last pitch accent. The final
boundary tones (labelled %) account for the pitabwvement on the last syllable of the
intonational phrase.

It is possible to trace certain parallels betweamrhumbert's nuclear accents and
the structure of intonation in the British traditi@Figure 1.8).

However, as Ladd (1996: 82) noted, an attemptrid & complete correspondence
between the two notations does not make senséwtheystems view certain phenomena
differently, e.g. the notions of “heads” and “preals” (discussed below). Moreover,
inventories of tone-types are too divergent to mgared which is shown by the way the
tones are grouped: in Pierrehumbert's system therdive sets of four types plus two
more. As already mentioned, she rejected the notidbnthe nucleuS and any
correspondences mentioned in figure 4 are oneseeetthe sequences of the last accent,
phrase tone and boundary tone, and British nutbees.

13 Yet it cannot be denied that at least one of tteamccents in an IP is more prominent than offiteh accents, so
the rejection of the notion of nucleus cannot sified.
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Pierrehumbert British-style
H* LL% fall
H* L H% fall-rise
H* L H% stylised fall-rise
H* H H% high rise
L* L L% low fall
L* L H% low rise (narrow pitch range)
L* H L% stylised low rise
L* H H% low rise
L+H* L L% rise-fall
L+H* L H% rise-fall-rise
L+H* H L% stylised high rise (with low head)
L+H* HH% high rise (with low head)
L*+H L L% rise-fall (emphatic)
L*+H L H% rise-fall-rise (emphatic)
L*+H H L% stylised low rise
L*+H H H% low rise
H+L* L L% low fall (with high head)
H+L* L H% low fall-rise (with high head)
H+L* H L% stylised high rise (low rise?) with high head
H+L* H H% low rise (high range)
H*+L H L% stylised fall-rise (‘calling contour")
H*+L H H% fall-rise (high range)

Figure 1.8 Correspondences between Pierrehumi§g@89) and British-style nuclear tones
(after Ladd 1996: 82)

Another fundamental difference between Pierrehutitband the British approaches
is the way they treat intonational contours. Thdi€r school chunks the contour into
parts: pre-head, head, nucleus and tail. In Piamédert's framework, the division does not
exist, since contours are decomposed into strihgsaents. They comprise one obligatory
accent and any preceding accents are identical:

(5) L* L* L* H*L L%
| walked home the whole night.

These preceding accents cannot be equated to hs&ads,they are not a global
shape or even constituents; they are only a sabstf the contour. What makes this
analysis of intonation more relevant than the Bhitone is that there seems to be no
phonetic difference between nuclear and pre-nuckarents in Western European
languages. Ladd (1996: 211) claims, therefore, tierte is no reason for continuing the
traditional division. On the other hand, one magiral that the lack of nuclear and
prenuclear accents in the model is simply the tesil the terminology which
Pierrehumbert introduces; moreover, it can be atgtiat the distinction should be
maintained, as it proves to be helpful in markiegain pragmatic/discoursal meanings of
intonation and in describing information structure.
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Pierrehumbert’'s model bears more resemblance tagpeoaches in the American
tradition. The term “pitch accent” is used to mdhe interrelation between pitch and
stress, like in Bolinger’s analysis. It is alsoiklad that her model with only two levels
allows to avoid the problems which Pike’s four-leapproach has to face, for instance the
issue of relative and absolute pitch. As in therioet theory of Lieberman and Prince
where the levels of stress were not absolute blative, the height of pitch in
Pierrehumbert’'s system is relative to the baselihe,degree of prominence the speaker
chooses to apply and to the preceding tones. Theuprioblem of accounting for the fact
that small pitch movements can convey significaffiecences in meaning is solved.

The weakness of the model is that it focuses ordéseription of a system that can
generate typical English contours but disregarttsnetional meanings (Cruttenden 1997:
64-66). Pierrehumbert — Hirschberg (1990) deal with aspect of intonation in their work
on the interpretation of discourse (see sectior8)..4

Pierrehumbert's analysis has been adopted to gwipigon of German intonation
(Féry 1993) and its conventions for transcripti@vén been known as the ToBI (Tone and
Break Index) system (cf. Beckman — Hirschberg 199B)BI gave rise to other
transcriptional systems: ToDI for the descriptidrboitch and IviE [ntonational Variation
in English, which was devised for the transcription of irdbanal variation in English
dialects (e.g. Grabe — Post — Nolan 2001; Grabd)200

Modern phonological frameworks, such as metricatl grosodic phonology,
provide insight into syntagmatic relationships withitterances: they no longer represent
the phonological structure of a word or utteranceailinear wal; they assume that
prosodic features are interrelated and interdependey. rhythm is related to prominence,
prominence to accent which, like intonation, is dshson pitch. Metrical phonology
assumes that prosodic features share a common;dménsional structure which is an
abstraction in mental representations of uttergnoaiscan be graphically represented by
means of metrical trees. The frameworks utilise rtbBons of the syllable, the foot, the
Intonational Phrase and the Utterance (Selkirk 18&&por — Vogel 1986), as well as the
phenomena of extrametricality. In autosegmentabriyie phonological representations
form a set of parallel and interactive tiers. Thmespdic structure differs from language to
language; along its universal features, such assiilable, some characteristics are
language-specific, e.g. various timing or the pneseof feef. It must be noted, though,
that the concept of “structure” does not refer® the Saussurean “system” in structuralist
frameworks, but rather to structure as “organizstio

Figure 1.9 represents one of the possible prontioog of the phras@oo many
cooks spoil the brothThis mental construct contains the most commadnog@rosodic
constituents, although other elements, for instaheelntermediate Phrase, the Accentual

YHence the name “non-linear” models. The approadaievith Firthian prosodic phonology. Other noreén
models include autosegmental phonology or dependemanology.

Languages without Level 1 accentuation, i.e. withostring of accented and unaccented syllabbesifg the
foot. Level 1 accentuation is often referred tdvasrd stress”.
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Phrase or a mora tier for such languages as Japat@salso appear. The speaker, in the
process of language-specific phonetic alignmerdngdiates the tones intfy values
(Gussenhoven 2002a). This model is referred to wesegmental-Metrical (Ladd 1996):
autosegmental because of the separate tiers faresgg and tones, and metrical because
of the hierarchical organisation of the constitgent

v Utterance
z//\z Intonational Phrase
c,!'J @ Phonological Phrase
ﬁm clu el FPhonological Word
F :lF :lF :lF Fl Foot
clr crAcr clr clr c|r Zyllable

segrmental structire

tu: me m(kuks gpo1l Ela brof

L*~H H* diEl L ional striucture

Figure 1.9 Surface phonological structure of aex@regToo many cooks spoil the brothased on
Gussenhoven 2002a: 271)

The non-linear models are generative, with unidersies constrained by an
independently motivated, language-specific strgctdihus, the task of non-linear models
is to discover the nature of the structure of pdisdeatures and to describe their role.
According to generative frameworks, prosodic stetcan be understood either as
resulting from “an elaborate conspiracy betweennplagical rules (Kisseberth 1970) in
which formal processes lead to the same resultiasa complex set of output conditions
or surface phonetic constraints on the rules ofgnar constraining the rules to produce
the desired outcome (Shibatani 1973);” or the stineccould be interpreted “as a set of
filters, allowing well-formed structures to pass llocking ill-formed ones” (Fox 2000:
332). Optimality Theory (Prince — Smolensky 1993;Q4rthy — Prince 1993; Archangeli
— Langendoen (eds.) 1997) develops these principlesnmond (1997) specifies the
following constraints which take the place of rul8gllable Licensing (grouping segments
into syllables), the Peak Constraint (allowing floe existence of a peak in each syllable),
the Complex Constraint (there should be only omesepant in the syllable margifi) the

*The Complex Constraint is by no means universaisiiolated by such languages as English andRoli
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Rooting Constraint (words must be stressed), tleeaic Constraint (feet are trochaic)
and the Parse-Syllable Constraint (two unfootethblds cannot be adjacent).

The constraints are universal but not absolutesesitney are regarded violable.
They are ranked, so that some can take precederse others, yet the ranking is
language-specific. Only the forms which obey the&stints can be licensed by the
grammar (Fox 2000: 332).

Since the description of a prosodic structure imesllarger stretches of speech than
the segment, a concept of a domain has been imeddéccording to Crystal (2003: 148)
the term indicates those parts of the tree diagwamh derive from any one node; in other
words, “the stretch of speech to which we assigrarticular feature” (Fox 2000: 334) or
“an array of elements under a common scope” (Ro@@0R As a consequence of
syntagmatic relationships between features, the attons dual in nature: one can
distinguish the domain of application and domairrelévance to which features can be
assigned, e.g. the domain of application of theufeaaccent is the syllable (it applies to
the syllable) since accent is the syllable's phor@bperty. At the same time, the domain
of relevance is a larger constituent, the foot¢aithe contrasts relevant for the accent can
be established there (Fox 2000: 334).

The phonological worda), which immediately dominates the foot, “represethie
mapping between the phonological and the morphoédgiomponents of the grammar”
(Nespor — Vogel 1986: 109). Although morphologied¢ments used to define it are
language-specific, the following general definitioan be given (Nespor — Vogel 1986:
141-142): “the domain ab is terminal syntactic node (Q), or:

a) “the domain ofw consists of a stem, any element identified by iijgec
phonological and/or morphological criteria, and aelfment marked with
a diacritic [+W]";

b) “any unattached elements within Q form part of #tgacento closest to the
stem; if no suchn exists, they form as on their own. In other words, the
phonological word groups affixes with stems.”

The definition indicates that in no language cardtbe a phonological word that is
larger than the terminal element of the syntac@e;tmoreover, there can be no more than
onew in a single stem.

The smallest phrasal phonological domain is thenBlogiical Phrasép), identified
with syntactic constituents, e.tpnd of princess DianaPhonological phrase obligatorily
comprises the syntactic head and non-recursive exltsnwhich are not themselves
syntactic heads, e.gery fond of princess Diana, not vefgnd of princess DianéRoca
2000: 474). In English, it is the domain of appiica of two phonological rules: lambic
Reversal (e.gthirtéen mén— thirteen méph and the Monosyllabic Rule, reducing
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monosyllabic (weak) words that do not belong tdhstategories as noun, verb or adjective
(Nespor — Vogel 1986: 177-178).

A larger phonological domain is the Intonationarde (IP), the one where tunes
associate to the segmental tiers. The IP is mdshajrouped on the basis of syntactic
factors. Other criteria that specify the boundaésPs include semantic information
related to prominence, and performance factors,speech rate and style. Nespor and
Vogel (1986: 189) specify the scope of IP domairihesone consisting of “all thes in
a string that are not structurally attached to gbetence tree on the level of s-structure.”
The domain larger than IP is the Phonological @ttee (U), the domain where such
phonological rules asinsertion or flapping occur.

The phenomenon of stress belongs to the foot, atiboent which in unmarked
cases comprises a strong (stressed) and weakdgssett) syllable. Goldsmith (1990: 171)
starts the organisation of the metrical tree froilable rhymes which are grouped into
feet, daughter nodes of the phonological word ése@enple 6 below).

(6) word
PN

S
F
AN
S w
|
G o

|
(6}
N N
Atha b ask an

The feet are normally bisyllabic and can be eitkér or right-headed (also called
left- and right-dominant, respectively), i.e. eithis leftmost or the rightmost rhyme is
stressed and becomes the head. Moreover, feetardairt no more than two syllables
(bounded feet). When a foot contain only one sidlaib is called degenerate (examples 7-
9).

(7) Left-headed foot (trochee):

F

N

S W
9 9

30



(8) Right-headed foot (iamb):

S
9

F
/\

w

(¢

(9) Degenerate foot (marked):

=

|
s (Archibald 1993)

The left-headed feet are also called trochaicamhtees, while right-headed ones are
referred to as iambic or iamfGoldsmith 1990).

The inventory of feet is different for each langeatn quantity-sensitive languages
(see section 1.6.1) long vowels or long vowels eoded syllables will not appear in weak
positions. In the case of languages which possdsaneetricality, the edgemost syllable
will be ignored by stress assignment. Moreoverhdanguage has words with exceptional
stress pattern whose “foot structure is markedsrunderlying representation. English is
a quantity-sensitive, trochaic, right-to-left lamge with extrametricality and exceptions”
(Gussenhoven 2002a).

The phonological domains mentioned above include one another:Rheohtains
one or more phonological phrases, and the U coegiasie or more IPs. The trees they
constitute are non-recursive (Selkirk 1984, Nespdtogel 1986): no node may dominate
another node of the same category, and the regeme summarised in the constraint
called Strict Layer Hypothesis (Selkirk 1984):

(10) Strict Layer Hypothesis

There is a hierarchy of prosodic domain types ghah in a prosodic tree,
any domain at a given level of the hierarchy cdaesxclusively of domains
at the next lower level of the hierarchy.

Graphically such relationships can be represergddiws (example 11).

Here phonologicalwill be used for transparency, due to ambiguityired in the ternprosodic
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(11) U

If the prosodic structure takes the form of a higng of constituents, a question
arises whether intonational domains are partsehthrarchy. Gussenhoven (1988) claims
they are not, as they cannot be mapped onto prosodistituents in a consistent manner.
As he claims, the location of the boundary tongeitermined by the Association Domain.

As discussed in 1.4.1., the pitch accent assocwatbsthe accented syllable, while
the second tone, namely the phrase accent, sprEagl$ast tone, the boundary tone, links
to the rightmost domain boundary. As for locatihg boundaries of the domain, it has
been assumed that the Association Domain of inimmat tones is a prosodic constituent,
namely the IP ow. However, there seem to be no correspondence eetpausally and
intonationally defined domains (Gussenhoven 198§; @hich is the main weakeness of
the model. Beckman and Pierrehumbert (1986) stutiedistribution of tones in the word
California (example 12).

(12) L*H  L*H
I I
Cali fornia (after Gussenhoven 1988B: 9

The Association Domain in (19) coincides with tbetf the evidence is supplied by
the fact that word-final /i/-tensing (theppyvowel) does not occur i@ali-, so the domain
applies to a smaller constituent. Even if additloméements are introduced, e.g.
Pierrehumbert’'s Intermediate Phrase which is loimeranking than IP, the relationship
between intonational and prosodic constituentsois much clearer. The answer to the
problem is that the prosodic hierarchy is indepahaé intonational domains — they are
parallel to one another. The Association Domainiregt the accented syllable and ends
at the highest dominating prosodic domain, but does extend to the next accent
(example 13).
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(13) u
p—" T— p

o> ¢
o o

* *
'‘Mum wanted vari ation!" said Ellen mockingly

VooV

AD AD AD

*

(Gussenhoven 1988: 93)

Although no one-to-one relationship occurs betwgendomains and the prosodic
tree, the tree helps to establish the Associatiom&éins (AD); if, for example, the first
domain is extended twanted an IP boundary would fall aftédum wantedproducing an
ill-formed phrase. Gussenhoven (1988: 94) thus lodles that “an Association Domain
boundary reinforces the prosodic boundary it calesiwith”. However, as it has been
admitted, intonational domains are independent ftbenprosodic hierarchy, because of
their paralinguistic aspects, their limited gramicaltfunctions, as well as attitudinal and
discoursal meanings, therefore the prosodic streanay be excluded from a description
of intonation.

From the above analysis one can conclude thatdhal tstructure parallels the
segmental structure. However, the autosegmentalliffers from language to language. If
tones specify words and morphemes, e.g. Japanas®’|nchopsticks’, [ha'sd!] ‘bridge’,
[ha'sd,] ‘end’, or Mamvu [mala'ka’] ‘type of seaswyi vs. [ma'alka’]l ‘cat’, language
belongs to the “tone language” type (Gussenhovéi205296-7). If tones do not specify
morphemes, languages are referred to as “inton#ioguages”. Those two terms do not
seem fully relevant, since they suggest that t@mguages do not have intonation. In
reality, many of these languages use tone intomalflyp to indicate such discourse
meanings as ‘finality’, ‘continuation’, ‘question&tc. For instance, in Japanese there is
a distinction between L-tone in statements from-toe in questions utterance-finally.
Moreover, speakers of all languages will use pit@hconvey universal meanings (for
universal vs. language-specific meanings see dlapter 3). There also exist so called
“pitch accent languages” which restrict the lexitwalal contrasts to one per word, e.g. the
Dutch dialect of Venlo, Norwegian, Swedish, Centiaanconian dialect of German,
Limburgian dialect of Dutch, Serbocroatian dialedBasque dialects, and Lithuanian
(Gussenhoven 2001: 15296-7).
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1.4.8. Discourse intonation

The term discourse, as Crystal (2003: 141) defihesdicates “a continuous stretch of
(especially spoken) language larger than a senteraceet of utterances which constitute
any recognisable speech event.” It was not untiémédy that the study of intonation and
discourse has been combined.

Brazil's (1975, 1978) theory of discourse intonmataas developed for British
English and, although his main concern was to dasdunctions of intonation without
referring to grammar, his taxonomy can be seen asnalification of O’Connor and
Arnold’s model. According to the theory, there éxdimited number of contrastive pitch
configurations, each with its own meaning. It mb& noted, though, that the term
“meaning” does not indicate attitudinal or gramrmaltimeanings but refers to interaction,
i.e. the speaker’s choosing a particular intonatigrattern in order to achieve coherence
and cohesion in the discourse. Thus, he usesitmagitdescriptive components to which
he applies different meanings and functions.

He does not propose any novel phonological categorret uses the traditional
notions of tones (Halliday 1963) and key: the gaheritch of the sentence or sentence
group (Sweet 1890). However, “tone” in his thearglicates the pitch change occurring on
the tonic segment in a tone group, while “key” refto the pitch level of the tone group,
l.e. a unit smaller than the sentence. The tonesdoets are the following: falling-rising
(referring) “r”, falling (proclaiming) “p”, rising(marked version of the fall-rise) “r+”,
rising-falling (marked version of the fall) “p+”"nd low rising (Brazil 1975).

To show that the grammatical structure of a semtasdrrelevant to intonational
meaning, Brazil (1975: 6) gives two syntacticatlgmtical sentences (example 14).

(14) 1.//whenI've finisheﬁ/ Middlemarch shall read™ Adam Bede //
2. [ when I've finished™, Middlemarch SHall read\ * Adam Bede //

1.V (fall-rise) = r (referring tone)

2.\ (fall) = p (proclaiming tone)

The tone group in the first sentence which carthes fall-rise (referring tone)
contains information shared by both interlocutoffie sentence could be uttered in
a situation when the listener already knows thatgpeaker is readingiddlemarchbut
does not know the speaker’s plans for the futueslirey. The falling tone, by contrast,
indicates new information which is “proclaimed”. 8refore, in the second sentence the
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listener knows what the speaker is going to reatl tae new information is when it is
going to be read (after finishirigiddlemarcl).

The fall and the fall-rise tones possess their e@dnkersions, the rising r+ and the
rising-falling p+, which indicate the degree of thpeaker’s involvement. Compare the
following pair of sentences as possible answerthéoquestiorWhere are the glasses?
(Chun 2002: 33).

(15) 1.//rinthe CUPboard \/ (fall-rise) =referring tone)
2./l r+in the CUPboard / (rise) = r+ (intengifieeferring tone)

The simple referring tone in sentence 1 means'shétere they always are’, while
the intensified tone in sentence 2 implies ‘why’tlgou ever remember...?’" Capital letters
indicate the tonic syllable where the major pitobmement occurs.

The functions traditionally associated with thengstone are the interrogative ones.
A question with a fall-rise (r) is understood asaigthtforward or neutral. The rising tone
(r+) indicates a more insistent question. The ahoicthe rise-fall (p+) marks an utterance
as doubly new, as in example 16, which can bepné¢ed as ‘I also didn’t know’, ‘I'm
surprised/disappointed/delighted’ (Chun 2002: 34).

(16) /I p+had he READ it? // N (rise-fall) = piatensifying proclaiming tone)

The low-rising tone meaning ‘uninvolved’, ‘carefubr ‘patronising’ indicates
neutral contexts in which the speaker does notlairacor refer to anything. Thus
discourse functions of intonation are interpretézh@ two independent dimensions: the
refer/proclaim dimension and the involved/uninvahane.

Another important choice to make is the selectibthe key (relative pitch) of the
tone unit. Brazil distinguishes three keys: higiw land unmarked mid. High key requires
raising the pitch of the whole tone group, wheré&ag key involves its lowering as
compared with the speaker’s usual pitch level. High indicates contrast, continuation or
the beginning of a new topic. Low key signals thioimation already known, finality or
the completion of an utterance. Mid key does natkevany specific meanings. That is
why the appropriate choice of utterance-final keyvital for an interaction, since it
determines not only speakers' expectations buttaisetaking.

Johns-Lewis (1986) is one of Brazil's followers wimyestigated intonational cues
for prominence. According to him, the markers famorpinence include segmental
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lengthening, which also marks sentence, paragrayh canversation-turn finality, and
laryngalisation (creak) before a boundary and pdesgth indicating boundaries. Topic
finality can be also signalled by sentence dedbmai.e. the lowering of, towards the end

of an utterance. His and Brazil's findings showt timionation functions not only on the
sentence level but also at the level of discourse.

Researchers involved in the description of discauirgonation for American
English include Liberman — Pierrehumbert (1984artv— Hirschberg (1985), Hirschberg
— Pierrehumbert 1986, Hirschberg — Litman 1987, Rratrehumbert — Hirschberg 1990.
Hirschberg and Pierrehumbert (1986) suggest a ceitqoal theory of discourse
intonation. The theory states that information dbthe attentional and intentional
structures of discourse is revealed through sueltufes of intonation as phrasing (the
division of complex utterances), stress (the rhythpattern or the relative prominence of a
syllable) or accent placement, pitch range (thtadie between the highest and the lowest
point in the contour) and tune (the abstract soofdandamental frequency patterns). It is
the tune (intonational contour) that is the basid¢ of analysis. Tunes communicate the
relationships between the content of the subsequértances and the relationships
between the utterance and the shared knowleddeedhterlocutors. Pitch accents imply
the status of discourse referents and the reldtipadetween accented words. Information
conveyed by phrase accents concerns the way indéateephrases are related, while
information provided by boundary tones specifiegthlar a particular intonational contour
is “forward-looking” or not (Hirschberg — Pierrehbert 1986: 308).

Selting (1988) in her analysis of German, pointsh® fact that intonation places
utterances in context. She distinguishes two tygesategories within the system: local
categories with semantic functions, e.g. accentg] global categories which have
interactive functions, e.g. contour types. Sheest#ttat intonation is an important device in
repairing conversations in a local problem-handisegiuence and it influences speakers'
cooperation in a global problem-handling sequence.

Yang (1995) shows the role of intonation in conwgyemotions and attitudes in
Mandarin Chinese, how it contributes to the develept of the topic, the management of
discourse, e.g. interrupting or agreeing, and dliggadiscourse structures. Her research
reveals that new topics are marked by higher pitisith gradually diminishes towards the
end of the topic. Yet if pitch ascends within aitophe discourse structure undergoes the
cognitive building up. She also observes pitch cothdn subsequent utterances when the
speakers' intonation patterns mirror each othesif@lar phenomenon is described in
Coulthard — Brazil 1981; Couper-Kuhlen — Seltin@ap

DuBois et al. (1992), although they do not refaedily to the theory of discourse
intonation, set their framework of discourse traimion within general theories of
intonation and discourse analysis. According tarthmdel, the structure of a conversation
includes the turn, which is its basic unit, theomdtion unit (IU), and the word unit. The IU
resembles Halliday's (1967) tone group, Crys(aB€9) tone unit and Cruttenden's (1997)
intonation group, since it contains a prominent miggful pitch movement placed on the
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word with with the primary accent (cf. nuclear augeThey adopt the traditional British
five tones: the rise (/), fall (\), rise-fall (\jall-rise (V) and level tones (). They also
attempt to establish the prosodic cues which indibaundaries between intonational units
(Figure 1.10).

coherent contour: a unified intonation contour., iome displaying overall gestalt unity

reset: a resetting of the baseline pitch levehattteginning of the unit

pause: a pause at the beginning of the unit (ec&fbetween two units)

anacrusis: a sequence of accelerated syllablég &eiginning of the unit

lengthening: a prosodic lengthening of syllablefsthe end of the unit (e.g., of the last syllahléhe unit)

agrwONE

Figure 1.10 The five prosodic cues to IU bounda¢i2uBois et al. 1992: 100)

Couper-Kuhlen and Selting (1996) attempt to dedhwine issue of the lack of
constancy between intonational form and meaningnegns of an analysis based on the
interaction of prosody with contextual and situagibfactors. Thus their approach can be
contrasted with the structuralist or generativiahfeworks, since, instead of finding a one-
to-one correspondence between form and functiogy thase their model on authentic
interactions. Intonation constitutes the part deience-based pragmatic meaning with
a contextualizing function: the speakers reachéparticular pattern that is employed and
cooperate to either avoid conflict or to resolve it

1.5. Intonational meanings and functions

Recent theories of intonation assume that the ngeddb@peech provides additional cues to
the full meaning of utterances. Even though intmmats meaningful, the meanings are
hard to define precisely and, as it was mentiomedhe previous section, it should be
analysed in terms of discourse functions rathem tha propositional content of sentences.
The functions of intonation are therefore frequemdlated to the speaker’s ‘attitudes’ or
‘emotions’, while its grammatical functions or cgdeies are generally disregarded by
many theories.

Within each approach to intonation, various intaal functions are recognised,
e.g. Crystal (1985) believes that the most vitgleas of intonation is its role of signalling
the grammatical structure of sentences, that idrasting sentence types as well as
indicating clause boundaries. Halliday (1967) déss the way intonation shows
informational structure, while the attitudinal meapare the focus of O'Connor — Arnold’s
(1961) work. Brazil (1974) concentrates on the disse-level phenomena. Couper-
Kuhlen (1986) establishes six of them for Englisinformational, grammatical,
illocutionary, attitudinal, textual/discourse amdiéxical. Chun (2002) groups the functions
into four more general, pedagogically-oriented gat®s: grammatical, attitudinal,
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discourse and sociolinguistic, following learningrrecula. None of the authors has
managed to avoid certain problems connected wélhgtbuping: categories often overlap,
e.g. for some researchers the contrast betweemandwld information is grammatical in

nature, for others it belongs to the discourse.tietfollowing description of intonational

meanings and functions presents Chun’'s categaizatbecause of its practical,

pedagogical orientation.

1.5.1. Grammatical functions

Establishing grammatical functions of intonationfiequently problematic. First of all,
theories emphasizing the link between intonatiod gmammar can be placed along
a continuum, depending on the degree to whichwleslystems are interrelated. Bolinger
(1958: 37), for instance, feels that the relatigmdtetween intonation and grammar are
“casual, not causal”, whereas Halliday (1964) takesopposite view. The theories on one
end of the continuum divide intonational patteni® itwo tunes which contrast questions
and statements, while theories on the other enskepténow nucleus placement and tonal
contrasts mark grammatical functions (Halliday 19&2irthermore, there is no agreement
on what elements constitute the grammatical funstimamely whether one should be
concerned with the sentence level or rather ordibeourse level phenomena which is the
cause of the previously mentioned overlapping of thaditional grammatical and
discourse functions of intonation.

At the sentence level, intonational patterns arso@ated with the following
sentence types: statements, yes/no questamsguestions, commands and exclamations.
Smaller units, such as clauses, adverbials, nouasphsubjects, topicalised subjects,
parenthetical clauses, vocatives, nouns in appasand pairs of clauses are also related to
particular intonation groups (Cruttenden 1986, 3997

Associating tunes with sentence types is not alwstygightforward, since it is
difficult to establish the ‘marked’ and ‘unmarkeat’ ‘neutral’ tones for sentences. One can
consider a rising tone for yes/no questions asrakuttut it is not clear if the ‘polite’ tone
is more unmarked than ‘businesslike’ one. Receamdiss reveal that the choice of the
pattern depends more on the type of situation thamctual sentence (Chun 2002).

Apart from associating tones with sentence typssnation marks the boundaries
between and within utterances. Crystal (1969) mystishes two phonetic factors marking
a tone unit boundary: perceivable pitch changethagresence of junctural features at the
end of a tone unit which is usually perceived apaase. However, drawing a clear
boundary between intonational groups is not alwagsy. Cruttenden (1986: 43-44)
presents three types of problematic pitch sequendesglish.

The first type of problematic pitch sequences comcea sequence with sentence
adverbials, e.gde went away unfortunatelit is not obvious whether the sequence should
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consist of one or two intonational groups: if theya pause, anacrusis on-, lengthening

on -way, or if un- is pronounced at a higher pitch thavay, there would be two groups.
However, it is likely that none of these criteriawid be present and the sequence would
be judged to consist of one group only.

The second type involves vocatives and reportiags#s sentence-finally, e @et
a move on, you stupid foot I'll prove you wrong yet, | heard him sayhese should be
associated with separate intonational groups,eapiémtly vocatives and reporting clauses
follow a clear pause. However, since they carnpitch accent, these sequences form one
group, regardless of the presence of a pause.

The last type of problematic sequences includesréibls pronounced on low pitch
which may belong, from the semantic point of view, either the preceding or the
following intonational group, e.dde went to the States of course he didn't stay hery
(deliberate lack of punctuation after CruttendeB8&%4). In such cases additional cues,
such as the relative pitch of the unaccented dgiatisually occur.

The examples mentioned above reveal that it isgpeylmore relevant to consider
intonational groups as independent of syntacticsttuents, which in turn proves that
finding a link between grammar and intonation ead complicated.

1.5.2. Attitudinal/emotional functions

Attitudinal function of intonation is generally caidered to belong to its paralinguistic

aspect. As Lieb (1980, after Couper-Kuhlen 1986t)1says, “An angry person does not
raise his voice in English or German but simplanger,” so it is necessary to establish the
extent to which these functions are part of thguistic system.

Attitudinal functions have been described in a etgriof ways. Sweet (1890) was
not very consistent with terms assigned to his fmees, as he used ‘attitudinal’ labels,
such as ‘doubt’, ‘caution’, ‘warning’, ‘dogmaticassertion’, etc., and labels that could be
considered ‘grammatical’ or ‘discoursal’, e.g. @ntogative’, ‘contrastive’, ‘expectant’,
etc. O'Connor and Arnold (1961: 2) admit that irtioon is used to express “the speaker's
attitude to the situation in which he is placeddr PPike (1945), intonational meanings
complement lexical meanings.

Bolinger (1986) based his theory of intonation ba belief in the interrelatedness
between intonation and emotion. As he states, lf&xipressions and body gestures not
only match the intonational configurations but thelgo “operate much of the time in
parallel” (Bolinger 1986: 337). However, his asstimpms are questioned (Ladd 1990), for
if they were valid, the link between intonation aedhotions should be universal.
According to Ladd (1990), even though intonatiooahtours tend to be similar in many
languages, certain prosodic aspects, such as agolz@metment, remain language-specific;
therefore the universality of intonation and emiagias not proved beyond all doubt.
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1.5.3. Discourse functions

The discourse functions of intonation refer to filnections which influence continuity and
coherence within discourse, such as those marknmegnipence, focus or the type of
information. Other functions include those markibgundaries between sentences,
paragraphs, topics and conversational turns. Diseoudunctions allow to control
interactive structure, i.e. replying, continuingopic or establishing a new one. They help
interlocutors to cooperate in developing the disseu indicate speaker's intentions and
expectations, as well as the knowledge shared by the speaker and the hearer (Chun
2002). Chun classified these functions under theviing subcategories: information
structure marking, illocutionary/speech act, tektliscourse and interactive/discourse.

The first discourse function of intonation to bedalissed here is the one marking
information structure. The theory of the divisiof atterances into parts (“chunks”)
conveying given and new information originated witle Prague School linguistics and
Halliday (1967). Halliday states that each messampstitutes a unit of information which
can be independent of grammatical clauses but id@scwith tone groups. Thus, the
number of units of information, or tone groups, elegls not on constituent structure but on
the information content of the utterance. The umite built on at least one 'point of
prominence' which forms the information focus oé thnit and “reflect the speaker's
decision as to where the main burden of the medszgjgHalliday 1967: 204).

Information focus within a unit of information igalized by assigning prominence
in the tone unit, namely by the tonic segment:rtheleus and tail. If a tone group has one
focus, the nucleus is simple, but if there are tom, it is compound, which the following
examples illustrate.

(17) (a) there's a MAN in the garden //
(b) there's a MAN // in the GARden //
(c) there's a MAN in the GARden //
(d) there's a MAN [in the GARden] //
(Crystal 1975; after Couper-Kuhlen 1986:)123

The element bearing information focus constitutéermation new for the hearer,
l.e. information which is factually new or which mot “recoverable from the preceding
discourse” (Halliday 1967: 204). In contrast, givamformation indicates what is
recoverable from the preceding discourse or stnatr what the speaker believes the
listener already knows. Although the given-new didmy does not directly depend on
grammar, there exist some preferences. For instaewe information is usually conveyed
by open-class lexical items, whereas given inforomais typically carried by grammatical
items, such as pronouns, deictic adjectives, adyeatéfinite articles, pro-forms, etc. As
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for intonation, the distinction is seen in the w$egitch height: high pitch indicates new
information, low pitch reflects given informatio@@uper-Kuhlen 1986).

New information, according to Halliday (1967), ised to contrast with the
preceding discourse. This contrastive function banconsidered grammatical, though,
since it refers to assigning the information fotaghe closed-class grammatical items,
which normally convey given information, eldE’'S done it(‘not someone else’). Chafe
(1976) claims that contrastive information belontgs a separate category, as it is
qualitatively different from new items. Both funmtis are signalled by high pitch, but the
exact pitch configurations differ. For instanceg teentence with two foci, brought
Matthew a bookhas the following patterns.

aw T

(a) | brought MATTHew a BOOK. (new information)

_/—\_/\

(b) I brought MATTHew a BOOK. (contrastive infortran)
(after Couper-Kuhlen 1986: 126)

Non-contrastively, botiMatthewandbookare relatively high-pitched, with the high
pitch beginning orMatthew and continuing throughout the rest of the utteearn the
contrastive versionylatthewis characterised by a partial drop in pitch wHeter rises on
the wordbook

Another type of discourse functions of intonatiae a@he illocutionary functions,
connected with the Speech Act theory (Austin 1962xording to which utterances are
produced in given situations for specific purpos@&sts of speech are communicative
activities (a locutionary act) which refer to tmentions of speakers (an illocutionary act)
and the effects they have on the listeners (a patitmary act). Illocutionary acts have
been grouped into the following categories (Cry23: 427):

a) directives, which attempt to get the listeners ¢ostmething, such as requesting,
commanding or begging;

b) commisives, with which speakers commit themseloes future course of action, for
instance promising, threatening or guaranteeing;

c) expressives, which express the speaker's feelbgh, as apologising, welcoming or
thanking;

d) declaratives, or utterances which introduce a neereal situation, e.g. christening,
marrying, resigning;

e) representatives, with which speakers convey thalieb about the truth of
a proposition, such as asserting, describing, camplg or concluding.
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The illocutionary force of utterances is expresbgdsuch factors as syntax and/or
lexis, but intonation can also mark illocution. @eu-Kuhlen (1986: 163-164) cites two
theories on how the two phenomena are related.

The one-to-one hypothesis states that every distifacution corresponds to
a distinct intonation marking (Sag — Liberman 19783 strong version claims that
a particular intonational pattern always occurs nvaeayiven illocution is present and never
occurs with any other illocution. According to aaier version, a particular intonational
marking is possible in the presence of a givercitmon and it can occur elsewhere too.
For instance, the illocutionary act of contradintican be matched with a particular
contour, a ‘contradiction’ one. The contour willvalys be appropriate regardless of the
lexical content of the utterance. However, the thedoes not hold for illocutions which
are marked performatively, e.g. a questioning aents Did you see the murderei out
of place in a sentence with the performative vask | (hereby) ask you if you saw the
murderer On the other hand, the disambiguating hypothesstulates that intonation can
mark illocutionary force only if there exist no éixt performatives. Sag — Liberman
(1975) in their analysis of the intonation of iretit speech acts involving interrogatives
concluded that in the illocutionary force of suggesthe contour is different than in the
same utterance used as a literal question. Thas)é'sntonational contours can ‘freeze’ an
utterance pragmatically, i.e. require a literabiptetation, but no intonation can force an
indirect interpretation” (Sag — Liberman 1975: 496ter Couper-Kuhlen 1986: 166).
However, it has been demonstrated that intonatian @¢deed force an indirect
interpretation (Cutler 1977) which makes the dis@udtion hypothesis untenable.

Another subtype of intonational discourse functieshe textual/discourse role of
intonation which relate to the content of the speec discourse. Text refers to any
passage, either spoken or written, which consstatanified or organized whole (Halliday
— Hasan 1976). Texts comprise paragraphs, i.e.epbunal units which are organised
around topics. The paragraph is said to be equitvatethe major paratone (Yule 1980;
after Couper-Kuhlen 1986) whose beginning is madadyatorily by high key and its end
Is signalled by very low pitch and an optional paulpart from major paratones, minor
paratones can occur in a text. These are unitshidegin with an unspecified pitch height,
I.e. they can begin with either high, mid or lowcpi On the other hand, the final boundary
of a minor paratone is specific and obligatorycsint must end with a very low pitch,
usually near the bottom of the speaker’s pitch eai@puper-Kuhlen 1986).

Textually, minor paratones perform various funcsionhose which begin high
indicate major paratones, thus marking new topluss€ which begin mid signal paratactic
additions to or extensions of what precedes themallly those which begin low imply
hypotactic subordinations to or inclusions in whagcedes (Couper-Kuhlen 1986: 193).

The function of intonation as a consolidating devic a chain or sequence of tone
groups (compound tone groups) operates through pwiaciples of alternation and
succession. The former relates to the alternatfomvo subsidiary events, e.g. alternating
a rise, which demands a ‘resolution’, with a fallhich provides the resolution and/or
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termination, in a compound unit. The latter relai®she creation of a cohesive unit by
a succession of two or more events, e.g. eithéhdyeduplication of identical intonational

patterns or by the repetition of similar pitch mments in two or more successive tone
groups (Couper-Kuhlen 1986).

In phonological texts, intonation helps to estdbfiscus, usually associated with the
accent of the greatest pitch height and/or pitelgeain a minor paratone. It can indicate
the assumed shared knowledge between the speakiethanhearer (falling tones)
distinguishing it from new information, depending the preceding discourse (Couper-
Kuhlen 1986).

The textual/discourse function of intonation indésaboundaries within discourse.
According to Orestrom (1983) the end of turn callesi with the end of the tone unit (TU)
carrying a non-level nuclear tone. He claims thatpdy, i.e. the end of the TU, syntax,
i.e. the end of a sentence, and semantics, i.eendeof a fully comprehensible stretch,
form a major juncture in English. DuBois (1992) adwo more features that are the
secondary cues for juncture, namely loudness remuahd pause.

Another textual/discourse function of intonationnmarking transitional continuity
between intonational units. He distinguishes ‘firntinuity’ which refers to the
intonational contours which appear finally in a dange, e.g. a fall in English, and
‘continuing continuity' referring to the contoursiieh mark continuation, e.g. low rise in
English (DuBois 1992).

The final subcategory of intonational discourse ctions includes the
interactive/discourse ones. They are related t@tin@ersational structure of the discourse,
particularly to turn-taking. Interlocutors use in&tion to continue with an established
topic, to start a new topic, to constrain a heaoereply, to discourage a hearer from
replying, to express a speaker’'s expectations ahcearer's reply, to show cooperation
and/or compliance with the discourse pattern anhdditate repair when breakdowns or
misunderstandings occur (Chun 2002: 64).

As Brown et al. (1980) states that the beginningaafiew topic is indicated by
a relatively high pitch range. The other speakeresponse to the first utterance, employs
a higher pitch too. If the speaker asks a questlmrut the already mentioned topic, s/he
can use low pitch and the reply to this questiom also be characterized by a low pitch
range. To conclude the topic, the speaker’s pitnige and pitch amplitude drops, and
a pause follows.

Intonation in tag questions reflects the speakeish to dominate the hearer. These
types of questions can take either a high fall dow rise, each indicating different
meanings. Falling intonation presupposes a sligbsipility of the hearer's consent, while
a rising contour presupposes a positive reply tEngien 1997).
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Prosody can be used to repair errors that couldigi€ommunication by directing
the hearer's attention to them. The errors carr refe only to the lexis but also to the
interpretation of the utterance, its semanticsaiadmatics (Chun 2002).

1.5.4. Sociolinguistic functions

Sociolinguistic functions of intonation (relating tCouper-Kuhlen's (1986) indexical
function) allow to identify speakers in terms offéelient social groups, according to their
sex, age, region or occupation. Intonation alstordjaishes the idiosyncratic dialect of the
speaker. So far there is a dearth of research eévotintonation phenomena in dialects of
English (e.g. Cruttenden 1997; Lowry 1997; Grab@2@®004; Grabe, Post and Nolan
2000, 2001; Grabe, Kochanski and Coleman 2003) antbst none for Polish (e.g.
Dukiewicz 1978; Steffen-Batogowa 1996; Kaigki 2002; Karphski 2006; for Poznan
variety: Grabe — Karpski 2003; Witaszek-Samborska 1987, 2006).

Grabe et al. (2005) investigate intonation in urbanents of English, namely RP,
the accent that is most often taught to foreigmnless, as well as the two northern accents
of Newcastle and Belfast. For statements, in Caifigleriand Newcastle data, no unique
patterns were found. The most popular patternsudtead a fall preceded by one or more
prenuclear falls: H*L (H*L) H*L%, or by one or moreigh prenuclear accents: H* (H*)
H*L%. Belfast intonational patterns differed coraidbly from Cambridge statements, yet
share the rise-plateau contour with the Newcagtialeers. Irwh-questions, Cambridge
and Newcastle varieties revealed that the mosu&egpattern was the ‘flat hat’ ('t Hart,
Collier and Cohen 1990), also found in Dutch andn@ea. The rise-plateau contour was
the most popular pattern in Belfast English. Pglagstions are characterized by a greater
variety of patterns. Cambridge speakers produceduclear fall in most questions,
however, rising contours were used too. Belfast l[ded/castle shared the most frequent
rising contour. Echo questions also revealed tianaa high accent and a rise-plateau
predominated in Belfast and Newcastle and a riggaimbridge data.

1.5.5. Paralinguistic meanings

Gussenhoven (2002b), following Ohala (1983, 198894) claims that intonational
meanings, both universal and language-specifigngeto two components of language,
the phonetic implementation and the intonationahgnar. Universal meanings which are
“based on metaphors of biological conditions” fpr(2002b: 47) are expressed by the
phonetic implementation, whereas the intonatiomahgnar is the domain of intonational
morphology and phonology. He calls the three meaiephbiological codes” which are
determined by the biology of human vocal tractstaf all, male and female speakers, as
well as adults and children, differ in the sizes tbkir larynxes which influences
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fundamental frequency of their speech. Secondlgesp can be produced with different
amount of energy which is detectable in the sigh@ally, the energy used by the speaker
coincides with the breathing process. These fadtdea to the three codes, the Frequency
Code, the Effort Code and the Production Phase Codesimply Production Code,
respectively. The natural meanings the codes iechré often grammaticalized, however,
as a result of language change, the relations leetwiee meanings and the form they
receive can become arbitrary. Moreover, languagisr dvith respect to the way they
employ the meanings included in the codes.

The universal intonational meanings contained i@ Brequency Code relate to
power relations: smaller larynxes produce highegdiencies and high pitch sounds sound
‘feminine’, submissive and vulnerable. Therefoterahces that are produced at higher
pitch or the ones that end high sound uncertaipeid@ing, appealing, but also friendly and
polite. On the contrary, larger larynxes produosdp pitch vocalizations which indicate
larger or aggressive individuals. Thus low pitclpésceived as having ‘masculine’ values;
it will sound dominant and protective, while low daow-ending utterances will be
perceived powerful, assertive and authoritativdneDinterpretations include ‘uncertainty’
for higher pitch and ‘certainty’ for those lowes @&ell as ‘questioning’ vs. ‘asserting’.

The relations indicated by the Frequency Code appated by experiments with
artificial intonation contours of a phrag® Jane(Gussenhoven 2002b) in which Swedish
and American subjects were to decide whether th&ooos referred to contours or
guestions. The contours comprised a single fallisigqg peak onlanebut differed in peak
height and end pitch. The experiment revealed thigher peak was equated with
‘Question’. However, native language of the sulgdwdd considerable influence on their
answers: Swedish listeners showed greater vatiabidnen judging superhigh and high
peak, contrary to the Americans because Swedish fusa rises as cues for questions in
a different way.

Most languages grammaticalize the informational afsthe Frequency Code, since
more than 70% of them possess rising contoursaratyr for statements. Arbitrary form-
function relations that seem ‘unnatural’ do appéaough. In the case of interrogatives,
they include falling intonational contours andefgy rising contours for declaratives, as in
Chickasaw where the interrogative is H* L%, the ldestive H* H%. In the dialect of
Roermond falling intonation for questions could @asteveloped as a result of the
introduction of a lexical tone in order to presemhe contrast under the interrogative
intonation. On the other hand, rising statements result from truncatio of delayed
peaks (Gussenhoven 2002b: 50).

The Effort Code relates to the amount of energyeagpd on speech production.
This amount can be varied: if the speaker putsareneffort, it will lead to more canonical
and more numerous pitch movements. Meanings tleatarved from this phenomenon
are, for instance, signalling emphasis: the speages greater force because s/he believes

®The process of word shortening which is phonoldbjigaedictable; truncation can illustrate suchqesses as
template-mapping and prosodic circumscription (€y2003: 477).
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a given piece of information is important. Narroicp range is interpreted as negation or
withdrawal of information. Affective meanings assded with the Effort Code are
‘surprise’, ‘agitation’, ‘obligingness’, or ‘helpfoness’ — like in speech directed to children.
Perception experiments (e.g. Rietveld — Gussenhd®8b) prove that higher pitch is
associated with prominence.

The Effort Code is commonly grammaticalized in éx@ression of focus in which
wide range pitch movements mark focused informatimus pitch accents associate to
syllables in focused parts of the utterance batramoved from the syllables after the
focus. Focus, however, is mediated through grarhinaence its placement is constrained
by language-specific rules (Gussenhoven 2002b: 54).

The Production Code encompasses the generatiomesfye that is tied to the
breathing process, and which is available in phéskd.ieberman’s breath groups). As
a result of the gradual fall in energy towards &m& if an utterance, a gradual drop in
fundamental frequency, or declination, ensues.hla tode high pitch is linked to the
beginnings of utterances and low pitch to the emdg, when signaling the end of the
speaker’s turn in conversation. In addition, higigibnings indicate new topics, while low
beginnings signal continuation of topics. As faretance endings, the opposite holds true:
high endings indicate continuation and low endifigality. Common grammaticalization
of this phenomenon is found at the ends of uttersing H% signals continuation, although
an initial %H can also signal topic refreshmente Tnadual fall in fundamental frequency
is grammaticalized as downstep but it can be pluogichl, hence meaningless
(Gussenhoven 2002b: 55).

The physical conditions for the meanings describbdve do not have to be
mentioned to produce the forms. Since the spedkens the form-function relations, they
may utter substitute phonetic forms that resenti@aargets. First of all, peak delay can be
used instead of high pitch, since it takes longeretich a higher pitch peak than a lower
one. Therefore, the meanings that are signalletidgy pitch can also be associated with
pitch delay. Moreover, the Effort Code makes latalks be perceived as more prominent.
On the other hand, high pitch can substitute witthspan. Indeed, studies of a variety of
languages seem to prove this. For example, in thebdirg dialect of German narrow
focus, the scope of the Effort Code, is expressetater peaks which suggests that they
are used to signal high pitch (Peters, in preas)sfute variables of the Frequency Code
are exemplified by southern varieties of Italianichh use a later peak to indicate
interrogative intonation (Grice 1992). Japanesegmizes delayed accentual peaks as
features of female speech. As for the ProductiodeCan British English first peaks of
intonational phrases including new information weater than other peaks (Wichmann
2000, Gussenhoven 2002b). Figure 1.11 presents uhersal and linguistic
interpretations of the biological codes.

19¢ft. Selkirk 1995.
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Physiological sources  Biological codes Universaldrpretations Linguistic
interpretations
SIZE Frequency Code | Affective: ?
small — big — | submissive — authoritative
high — low vulnerable — protective
friendly — not friendly
Informational :
uncertain - certain
ENERGY (phasing) | Production Code | Informational : Question VS.
beginning — end At beginning: new topic —| Statement (e.g.
— high — low continued topic H% / L%)
At end: continuation -
finality
ENERGY (level) Effort Code: Affective: Polar onset tone
less effort — more less surprised — more(%T)
effort — smaller| surprised
excursion —| less helpful — more helpful
greater excursion | Informational : Focus (various)
less urgent — more urgent

Figure 1.11 Physiological sources (column 1) ofttiree biological codes (column 2), some of thatieripretations
(column 3) and examples of their grammaticalizagi(eolumn 4) (Gussenhoven 2004: 95)

1.6. Intonation in English and Polish

The number of possible pitch accents listed for [Bhgdiffers from author to author.
Pierrehumbert in the revised analysis enumerate®fsthem: H*, L* L+H* L*+H,
H+L*, H*+L. Grabe and Karpiski (2003), on the other hand, list as many adetir,
including combinations with the mid-level tone amdonal accents: HL, ML, LL, LH,
LM, MH, HH, HM, LHL, LHM, HLH, MLH, MHL. For Polish, Jassem (1961) established
a model based on the British school which decongagenation into three tones, L, M
and H. Demenko (1999) distinguishes five tone hsigklL (extra low), L, M, H and xH
(extra high), two prenuclear accents (H, L) ancemclear ones: HL, LH, LM, ML, HM,
MM, MH xL and LHL. According to Grabe and Kafyski (2003), Polish has a smaller
range of nuclear accent types: only six of thenmelg HL, ML, LL, LH, LM, MH.
Moreover, the rising tone is used in fewer contéixén in English.

The distribution of the tones in the two languadédters also in the absence of
tritonal accents in Polish: if they occur, they eppin emotional speech, though rarely.
The most frequent final tone in Polish declarativesML, while Cambridge English
declaratives generally end in HL. Southern vargetié English use predominantly a fall-
rise. In rising declaratives English employs a-feé and Polish a rise (Grabe and
Karpinski 2003).

In both languagesvh-questions end in falling or rising contours, whizriation
may be explained by individual speaking styles arious interpretations of utterances
(Grabe and Karpski 2003). According to Steffen-Batogowa (1996) oéional load of the
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message can account for such variations in Potighamces. Karpiski (2002) found two
factors that are responsible for the choice ofsrisePolish statements, that is “a speaker’s
uncertainty about what s/he is saying or is aboaly” and “a speaker’s intention or wish
to continue speaking” (Grabe and Kaugki 2003: 1063).

The majority of yes/no questions in Polish end kh [As Durand et al. (2002: 257)
state, inczy-questions there is “a double climbing binary fabthe beginning and end of
the sentence”. Declarative questions in Polish tenfinish with LH or MH, while in
Cambridge English the most frequent tone is LHhalgh HL can also occur.

Grabe and Karpiski's study suggests that in English the widesgeanf contour
types occurs in declarative questions, in Polisis the opposite: only two contour types
are noted. The widest range of contours for Paleh be observed in declaratives which
reflects differences in grammatical structure, esdy word order: since the sequence of
words in Polish sentences is relatively free, Posipeakers may rely more heavily on the
use of high pitch in distinguishing interrogativieem other sentence types.

Another difference between English and Polish iatmmal systems is seen in the
timing of peak alignment. Grabe’s (1998) contrasttudy of English and German reveals
that thefy peak in English tends to be aligned with the rigtigje of the stressed syllable.
The few studies into peak alignment in Polish (@lwet al. 2005; Demenko et al. 2007)
suggest that it occurs early in the stressed dgllab
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CHAPTER 2: Acquisition of L2 intonation

2.1. Introduction

Most of SLA research into phonology has concentdraie segmental phonology rather
than the prosodic aspect of language, even thougk intonation that contributes
considerably to the so-called 'foreign accent'uchsan extent that accurate pronunciation
of second language (L2) sounds can be overriddethdyaulty choice of pitch patterns
(Carmichael 2000).

Recently, interest in the development of prosodsinduthe acquisition of L2 is
growing due to a number of reasons. First of alidence from studies on first language
acquisition reveals that segmental phonology begiinslevelop later than prosody in
infants; therefore a question arises whether te&ist separate developmental constraints
on segmental and suprasegmental levels of languageondly, technical progress in
speech science made intonation a vital subjecttodys It is hoped that increased
knowledge in this aspect of language will leadte tmprovement of automatic speech
synthesis, speech recognition, language identificaind speaker recognition, and human-
machine dialogue systems. Finally, previous intaresyntax and its development shifted
to the process of communication as a whole, in whidonation plays a crucial role
(Vaissiere 2005).

2.2. Factors affecting the acquisition of L2 speech

2.2.1. Age of acquisition

Since Lenneberg's (1967) postulated the hypothésiscritical period (CPY for language
acquisition beginning from about age 2 to pubethat is, the age when the neural
plasticity is lost, the question how age influenaeguisition has been open to debati
the case of phonology, a large body of research @ovel 1969, 1988; Birdsong 1999;
Flege et al. 1995; Piske — MacKay 1999; Carmictzi¥l0), also studies into bilingual
acquisition (e.g. Bergman 1976; Major 1987), sutgysat in order to achieve native-like

0 ater, after evidence to the contrary appeareded&ensitive period', i.e. a period of time dgrimhich mastering a
language is most efficient (Lamendella 1977).

At is obvious that a critical period exists forsfitanguage acquisition, in the case of secondikzge acquisition,
though, its existence is controversial. Many resleans accept now a weaker version of the Critiesidd

Hypothesis, i.e. the earlier SLA begins, the bgfdier 2002).
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pronunciation, a learner must be exposed to L2rbefoe critical period, or complete
biological maturation, finishes.

Research into the subject reveals that there mxdspendent critical periods for L2
phonology and syntax which is proved by such phexrmn as the Joseph Conrad effect
(Scovel 1988) or Henry Kissinger effect (Brown 198fter Piller 2002). In this case, late
L2 learners achieve a native-like command of theblu? only in the areas of syntax,
morphology and lexicon, yet they retain a foreigrwemt. Seliger (1978) proposed that
several critical periods should be recognised, éacch different aspect of language. Other
researchers, e.g. Patkowski (1980), agree thatrppubgarks the age until which good
syntax can be achieved. Puberty may be the bandeidir pronunciation as well: at about
age of 15 the ability to acquire L2 pronunciatiomigiishes (Patkowski 1990). Flege,
Munro and Mackay (1995) found a correlation betwéameign accent and the age of
arrival in the L2-speaking country. In her papeudq1984) proved that pronunciation is
acquired independently of syntax: for native Erfgkpeakers it was easier to identify non-
native users of English by their speech but nat thating. Similar results were obtained
by Scovel (1988).

Both short-term (laboratory) and long-term studies/e showed superiority of
younger learners over older offesTahta, Wood and Loewenthal (1981) investigated ho
five- to fifteen year-old English school childremmitated French and Armenian
pronunciation. Their findings revealed that thislipbdeclined with age: five- to eight-
year-olds replicated foreign intonation accuratght, in eight- to eleven-year-old children
the ability dropped considerably. The conclusionyntze that for suprasegmental
phonology age-related constraints begin to be tsabaut age of six, which is earlier than
for segmental phonology.

Many researchers (e.g. Scovel 1988) suggestedthigatcritical period for the
acquisition of phonology ends between the agewe#f fo seven. According to Asher and
Garcia (1969), 93% of L2 learner who were first @sgd to L2 at the age of twelve had
a clear foreign accent, as compared with those bdgan learning before seven years of
age, among whom 68% were rated as near-nativenattjl975) discovered that among
200 eight- to fifteen-year-old children, those agézlren to fifteen performed significantly
better on tasks concerning morphology and syntaowelrer the younger children
outperformed the former group on pronunciation. édthesearchers also confirm the
superiority of older learners on the syntactic aspé language, e.g. Erwin-Tripp (1973),
Chun (1978), or Krashen, Long and Scarcella (19v®ye recent studies (Herschensohn
2000) viewing language acquisition from the persipecof Constructionism agree that
native-like pronunciation results from early exp@sto the second language, when after
a period of feature underspecification a periodwfding L2 values on other constructions
follows. Constructionism concerns morphology anditay, yet its findings can be
translated onto the development of phonology.

?2 There exist highly successful late L2 learvenese pronunciation has been judged as nativeTikeir
performance is treated either as an exceptiongoule, or as an outcome of the general lack dexgent what
‘passing for a native' means (see section 2.2.2.).
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Despite the vast body of research proving that fygau is better” (Krashen — Long
— Scarcella 1979), there have been studies suggesiat adults do possess superior
abilities for L2 production (Olson — Samuels 1973how and Hoefnagel-Hohle (1977)
proved, though, that the advantage holds for $tagjes of learning. Bohn and Flege (1990)
provided strong evidence proving that adults casteraboth production and perception of
L2 vowels. The mean age of their subjects was I3€refore they argued that no critical
period for learning L2 sounds exists before this @geather and James 1991).

According to Piller (2002), many analyses of thémate attainment have not
exploited linguistic research methods fully. Instethe methods used have been biased:
they have been characterised by monolingual binad,i$, an L2 user's performance have
been measured against a native speaker's perfoema@his can lead to misinterpretation
of the facts, as the learner is a multicompeteimdual; therefore his/her competence will
never be identical to a monolingual native speak@@ook 1992). Phono-syntactic bias
means that most previous research concentratagdaadpects of SLA, namely phonology
and syntax, while in reality learners acquire pragm and social aspects of
communication in L2 as well. Production bias of mamevious studies implies the focus
on production. Only recently researchers have ehitheir interest to perception, i.e. not
only how L2 learners speak but also how their potida is perceived by the L2
community. Third person bias means that many ssufdig to avoid outsider accounts of
passing for a native. Finally, lack of ecologicallidity refers to the overlooking the
connection between the cognitive and social presegsbkerefore testing procedures should
be more holistic and qualitative. Only when thesstplations are obeyed can research
provide valid information on how successful L2 ssare.

Those late L2 learners whose pronunciation andagyarte judged indistinguishable
from the production of a native speaker are comsaie@xceptional (e.g. Bongaerts et al.
1995), “Olympic high jumpers or opera singers” (€d®99: 191). Piller (2002), though,
claims to the contrary: in her study she proves shah highly successful L2 users are not
that rare. She gathered 38 conversations of bidihgauples where one partner's L1 was
English, the other's German. 17 of the conversatamuld pass as native and 27 out of 73
individuals asserted they were highly proficientihand in certain contexts they could be
considered native speakers. What is significahieinstudy is that the average age at which
the subjects first encountered L2 naturally wa$ 3@ars.

Another reason for conflicting evidence for the stéemce of age limitations on
learning is the fact that in some studies the sugjeability to imitate L2 sounds was
measured, in other a their success in perceptusridiination tasks. What is more,
auditory evaluation of learners’ performance oftdiffered from one native judge to
another. On the other hand, extensive trainingudf¢s to ensure their reliability could
disrupt a natural “native-listener” mode of assagthe learner’'s production (Leather and
James 1991). Moreover, when measuring adults’ pegnce such learner factors as
motivation, aptitude, etc. must be taken into aotoas well as the influence of the
circumstances in which learning takes place (Neuf€i80).
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A vast body of research suggests that successfulisiton of L2 phonology must
start before the learner is six or seven. As FEIS78) said, child L2 learners acquire
native-like intonation easily. It seems, howewbgt the question whether older learners
can master L2 pronunciation cannot be answerechéyage factor alone, since it is not
proven that neurological changes indeed limit the@irning abilities. Any explanation of
the children’s and adults’ capacities to perceind discriminate L2 sounds should take
into account the differences in their experienceairditory attention to speech. For
example, children about the age of 30 months caaoregsome sound contrasts since their
L1 phonology is still partially developed (Oller&%. On the other hand, the adults’ long
experience in a specific linguistic environmentitgriheir discriminatory abilities (Strange
— Jenkins 1978). Yet other studies (e.g. Werkeribe®@ — Humphrey — Tees 1981,
Werker — Tees 1983) prove that infants can percame-native sounds, which ability
seems to be, at least partially, retained by 4-géts.

Other constraints that must be considered wherssisgga learner’s success or lack
of success in acquiring an L2 include the individuad social ones. It is also necessary to
decide what it means to acquire a “native-like” patence.

2.2.2. The meaning of “native-like”

The reason for the conflicting findings describedsection 2.2.1. is, among others,
the lack of a clear definition of a “native-like’rgmunciation or possible methodological
flaws of many studies. What is more, the term ‘reaspeaker” is itself ambiguous. Davies
(1991) summarises its definitions in the followivgy:

a) The native speaker acquires the L1 in childhood.

b) The native speaker has intuitions about their @ibgrammar.

c) The native speaker has intuitions about those eltsd the Standard Language
grammar which differ from their idiolectal grammar.

d) The native speaker has a unique capacity to prodlusnt spontaneous
discourse and exhibits a well-developed communieatompetence.

e) The native speaker has a unique capacity to wriatively.

f) The native speaker has a unique capacity to ireegod translate into their L1.

It is disputable how close to the “native speakedet’ an L2 learner can become.

For sure, criterion (a) cannot be fulfilled: if @akner acquires the L2 in childhood,
s/he is going to become a bilingual native speaRaterion (d) also tends to be difficult,
though not impossible, to achieve, especially if a@juisition takes place in a formal
setting. The other criteria can be fulfilled, yetre learners will be more successful than
others due to both sociolinguistic and psycholisticifactors: becoming a native speaker
is the matter of learning rather than employingitimate capacities.
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It is problematic, however, whether a clear-cutidcdion between a native speaker
and a non-native one can be drawn. Cook (1999nsléat such a judgement can be done
on the basis of the speaker’s biography, providireg such exceptions as bilinguals, the
disabled intellectually or especially gifted leammare excluded. Davies (1999: 8) states:
“I believe that [native speaker] membership is édyga matter of self-ascription, not
something being given.”

Another factor that contributes to the ambiguitytlod term “native speaker” is the
guestion what exactly a Standard Language is, wisi@specially evident in the case of
English. There exists the traditional division irBoitish English and American English,
each variety consisting of a large number of sufetias, some being closer to the
standard than others. The™6entury, however, has witnessed the rise of thealed
World Englishes, such as Indian English or Afridanglish. The majority of English
teachers are people for whom English is not théiahd the majority of English speakers
are multilingual non-native speakers.

The problem has been addressed by many linguistsng whom Singh (1998)
argues that American English and British Englisé different, but nobody would judge
any of them inferior. Following this reasoning, iawl English and other World Englishes
should be treated as a dialect, not a corruptetbqeance by foreigners. What is more,
Singh (2006, a speech during Poznan Linguistic Mgetemphasises the disagreement
over the status of English in South Asia: somedists refer to South Asian Englishes,
whereas others speak of English in South Asia. At@ons “native” and “non-native”
varieties, though widely used in pedagogy, areluistically oxymoronic: South Asian
varieties “are just as (non-) native as Texan onk¥bire English” (Singh 2006).
Therefore, given that one cannot enumerate anyeptiep that a “native” and “non-native”
varieties do not share and that there exist nolmyguistic or neurolinguistic differences
between the acquisition of monolingual and mulglinl competence (Paradis 1998, after
Singh 2006), the term “native speaker” should lppaeed by a more relevant one, namely
“native user®®. The fact that English has become a global int@&nal language has led
Davies (2003) to call the concept of the nativeagpe a myth and reality.

It is phonology that most acutely reveals the fymeaccent in the speech of the
learner. Firstly, the “nativeness” of L2 learngpisonology is the easier to asses than, e.g.
syntax or pragmatics, since the linguist has tldstaoecessary to compare the quality of
the learner's segments or the shape of intonatiopatours with the target language
model. Secondly, L2 intonation is often consideraat teachable, especially in the
classroom, as its successful acquisition requinésraction with native speaker (Setter
2005). Therefore, some linguists find the proptsalevise a simplified version of English
for foreigners, the Lingua Franca Core (JenkinsO20@articularly appealing. Jenkins
assumes that since the majority of learners of iElmglill communicate mostly with other
non-native users of English, there is no need tpiae the native-like accent. According to
this view, only those aspects of English phonoledych are “crucial for intelligibility”

23 Cf. Davies (1991: 67), “on linguistic grounds Sapgrean English does not exist, but of course Boiéish English
(...) what does exist is the individual speaker.”
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(Jenkins 2000:153), the so called phonological ,care important to acquire. In the case of
intonation, Jenkins assumes the phenomenon probtenyat such features as nuclear
stress placement and chunking are included in larfgnanca Core.

Lingua Franca Core is an extreme approach to tbklgmn of reaching native-like
competence, and it seems to be misconceived. lodbke of intonation, it is necessary to
teach the native-like model, be it British EnglmhGeneral American, due to the multitude
of its meanings and functions. For instance, theysbf Wennerstrom (1998) reveal that
non-native speakers fail to use intonation “to algmeaningful contrasts”, which may
impede communication. Likewise, Goh (2000) whilgastigating the use of prominence
and tone in Singapore English (recognised as a Wafiety of English) found that these
features “do not always have the same discoursetifuns as they do in Brazil's model”
(Goh 2000: 43), namely referring and proclaiminget® often cease to signal given and
new information, or speaker’'s dominance. Goh enipbhaghe importance of improving
English pronunciation in Singapore “to a level whis internationally intelligible” (Goh
2000: 43). For a detailed discussion of Lingua Eea@ore see, e.g. workshops at Poznan
Linguistic Meeting (PLM) 2003, 2004, Dziubalska-kKokyk (2005), Dziubalska-Kotaczyk
— Przedlacka 2005.

2.2.3. Sociological and psychological factors

There exist various personal and social factorsrtiey motivate the learner either to strive
for native-like mastery of L2 speech or to acqurgy its minimal command, just to be
comfortably intelligible. Learners can be integraly motivated when they wish to
identify with the L2 community, or instrumentally otivated if they learn an L2 for
practical purposes, such as improving their sosiatus, passing tests, etc. (Gardner —
Lambert 1959).

Piller's data show that the age factor can be dwaetswed by the learner's
motivation and agency, as well as the control dkenr learning. For instance, one of her
subjects described his EFL classes at school ifotloeving way:

| learnt it more or less in school. Actually | dilget good marks because | didn't see a poirtt in i
[...] I only started to learn some vocabulary whemas about to move to the States (Piller 2002:
188).

Moreover, some of her subjects’ speech becametimngiisshable from the accent
used in the city they live: they acquired the a@ria used in this particular region. Much
ultimate attainment research concentrates on stdnaaiations (Milroy — Milroy 1997),
so it is possible that the non-standard pronuromadf some successful learners would not
be judged as native-like. As Leather and James1(13@9-310) put it, it is the variety of
the L2 which the learner speaks that makes themdstacceptable” to a native-speaker.
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An important reason why an L2 learner does not ineaquative-like pronunciation is
their own conscious choice: they may be afraid thah a conversation with native
speakers they will not understand a joke or a rerdeawing on some cultural information
unknown to the learner, the learner can be sestupgl. It is safer then to retain a foreign
accent to make it clear they are not native. Othnealy just wish not to be perceived as
belonging to a particular nationality, thereforeyttdo not try to speak with a perfect L2
accent. Moreover, their sounding as a native speakauld negate their achievement in
learning an L2 to a very high level” (Piller 20025). Bailey (1978) claims that highly
successful learners may be rejected by nativese $oreign pronunciation can be expected
to mark them as “outsiders”.

Another factor influencing the mastery of L2 speéxithe attitude of the learner
towards the L2-speaking society and culture. Dauggngler and Berkowitz (1990) prove
that learners, regardless of age or level of pmiicy, adopt a number of markers in their
L2 pronunciation. If the learner's knowledge of b#arking system is incomplete, s/he
must take the risk of making social self-identifioas in order to communicate with the
L2 culture. Any occurring “mis-markings” possiblyesult from L1 transfer at
a sociolinguistic level. It is assumed that sucbcfal identity” constraint will be most
apparent in naturalistic, untutored learning.

2.2.4. Individual factors

Personality of the learner can influence the le&npronunciation. Such features as
empathy, intuition, as well as self-esteem andilbiéy of ego boundaries (e.g. Guiora —
Brannon — Dull 1972) have been associated withceq@acity of acquiring accurate L2
pronunciation. Guiora and his associates claim #satchildren acquire a general ego,
a language ego emerges. Younger learners’ ego baeasdire more flexible than those of
older learners, which is the reason why childrequae an L2 accent more readily.
However, those adult learners endowed with greatgpathy have more permeability of
language ego boundaries; therefore they can gaimdMantage in L2 pronunciation
(Larsen-Freeman — Long 1991).

Another factor deciding about the acquisition afwate pronunciation is the sex of
the learner. Eisenstein’s (1982) study reveals tmamen perform better on dialect
discrimination tasks, moreover they are more adeuah distinguishing more prestigious
dialects from varieties of lesser prestige (LarBezeman — Long 1991). According to
Gussenhoven (1979), female learners are more likecquire the prestige accent of the
L2, which is perhaps a reflection of their tendetmyards prestige L1 speech (Leather —
James 1991).

Learners can differ in their oral and auditory aapas. During acquisition they
need to learn how to shape the oral cavity androbtite movements of the articulators.
Learners receiving explicit pronunciation trainiegn rely on verbal instructions and
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feedback, but those learning naturalistically nfusd the match between L2 sounds and
articulatory configurations. The ability of accuggberception of special configurations
within the mouth, i.e. “oral stereognosis”, cortel& with the ability to acquire L2
pronunciation. Evidence reveals that this capatitreases until mid-teens but later
declines with age (Leather — James 1991). As faitaty capacities, learners perform
better if the learning conditions suit their indiual abilities in auditory discrimination
(Leather — James 1991).

2.3. Perception of intonation

There is abundant research into perception of setgn@.g. Goto 1971; Sheldon and
Strange 1982; Best 1994, 1995; Flege 1995; Brov@8,12000). Still, although intonation
has become a fashionable field of study, despite# f@emal representations of pitch
contours and significant advancements in speechntdogy, no unified model of
intonation perception has been proposed. The rebssrnn the complex nature of this
aspect of speech: the lack of a clear definitibe, tariety of theoretical approaches, the
large number of intonational cues and the lackarfidardized research methods (Vaissiere
2005).

Definitions and theoretical approaches have beescudsed in chapter 1.
Intonational cues involve short-ranged local cueg.(juncture tone), semi-global cues
(e.g. resetting of the baseline in a part of aeratice) and global cues (e.g. controlling
declination, pitch range, pitch register and rdtepeech in a whole utterance). Local cues
are more perceptually significant in languages wittong lexical stress, such as English,
while semi-global and global cues are more impdaritapitch accent and tone languages.
Speakers perceive them in an integrated way, whieans that they employ more than one
property of the pitch contour in recognizing uttera types or in finality judgments
(Vaissiere 2005).

Apart from pitch, pause duration, intensity andceoiquality serve as cues for
prosodic contrast. The properties of the pitch eonhelp to establish whether an utterance
IS a question or a statement, together with dumationarks phrasing and topical structure
of a text. All the cues construct a coherent, candependent hierarchy: e.g. the range of
fo Is smaller in the post-focus position, therefotleeo factors can become leading cues,
such as temporal cues for phrasing in French amdsfiess marking in Swedi$h
(Vaissiere 2005).

Another difficulty in studying perception of intoi@n concerns the non-
applicability of many research methods. It is nosgble to measure intonation with the
methods used traditionally in psychoacoustics. 2ontto segments, the perceptionfef
comprises psychoacoustic level, as well as higezticognitive and linguistic processing.

24 Examples of trading relations between parameters.
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Phonological distinctiveness and semantic diffeagion is not possible in the case of
intonation: in affective judgements variations I trange of, are continuous rather than

categorial; while it is possible to construct potantrasts of intonational meanings, the
categories will remain gradient which makes thecaken and interpretation of perceptual
experiments difficult (Vaissiere 2005). Another lplem to overcome is distinguishing

between linguistic and paralinguistic functions infonation (Crystal 1976). In some

languages intonation can replace certain syntdettures, e.g. word order, or it may
function as a reinforcement of the feature. Intmmatan be the only way of expressing a
polar question or a particulat attitude in one lsagge but not in the other. Moreover, due to
large variations between speakers, styles or tieeofespeech, it is hard to find acoustically
well-defined units. Finally, the size of the cohstnts of the utterance determines its final
prosodic organisation (Vaissiére 2005).

The perception of intonation depends on contex:itirinsic context includes the
timing of fy features, loudness, duration and intensity, whecfuires configurational view
of perception; while the discourse context refeysspeaker's intentions and listener's
interpretation of an utterance. There are diffeesnoetween adults' and children's abilities
to read the intentions: adults rely both on contakinformation and intonation, the former
being hard for children to decipher (Vaissiére 200%us intonational meanings cannot be
studied without the pragmatic implicature (Wichmaa92).

The listener's cultural and linguistic backgroungngicantly influences the
perception ofy contours. Experiments in which subjects' nativeylaages differed proved
that “perceptual mapping between the acoustic sigmal intonational categories is
sensitive to the abstract structural properties imafividual phonological systems,”
(Vaissiere 2005: 243), e.g. those by Berinsteiv@®n word stress, Makarova (2001) on
prominence and modalities, or Abelin and Allwoo®(Q), Kim, Curtis and Carmichael
(2001) on attitudes and perceived emotion.

Despite the fact that prosody is to a large exi@mjuage-specific, it is possible to
distinguish some of its universal features of pptica between the form and meaning of
intonation summarized by a hypothetical psychoptioneode (Vaissiere 1995,
Gussenhoven 2002).
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Fig. 2.1 Five elements of the hypothetical psyclootic code and some functions of intonation (Mares2005:
244),

The hypothetical psychophonetic code involves felements: psychoacoustic
rhythms, the archetypal breath group, perceivedrabquy effort, the Frequency Code and
iconicity. The basic psychoacoustic rhythmic eletsenefer to two non-linguistic
principles in which the notion of end is associatéith lengthening and the notion of
beginning with strengthening, both playing rolesegmenting speech at the word and
phrase level. These tendencies are visible in mgriiord stress which is the outcome of
the grammaticalization of intonation: initial (egrktress, as in English, is marked by extra
loudness, as compared to late stress, as in Fremcith is characterised by extra
lengthening. A similar phenomenon is observednéthoundaries. There is a tendency to
lengthen the final element of a unit, e.g. the Bdlable in a word or phrase, the final
phrase in an utterance and the last utteranceparagraph. (Vaissiere 2005: 244-245). It
seems that in the perception of phrase boundangsluration and nd that is significant
(cf. Lehiste — Olive — Streeter 1976; Price etl8P1; Verma et al. 1999).

An archetypal, physiologically-basdgl pattern (Lieberman et al. 1967) which is
equivalent to phonation in a single expiration isamcterized by a sharp rise and
a subsequent fall. With ensuing inhalation subglgitessure builds up ariglvalues are
reset, thus beginning another breath-group. Thiteais universally used for unmarked
statements in many languages (Bolinger 1989), thexeany deviations from this pattern
will be meaningful. Speakers of different languadesus on various aspects of the
archetypal pattern, for instance in English a rgpidlling contour indicates a word-
stressed syllable. In contrast, a slow rise andl fengthening is perceptually dominant in
French. In Danish, the word-stressed syllable gaaed by lowfy value. Each language
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possesses a prototypical way of combinifig duration, intensity and segmental
characteristics (Vaissiére 2005).

Another element perceived by the listener is tlubal effort made by the speaker,
the Effort Code (Gussenhoven 2002; see sectiob)1.bhe timber of the speaker’s voice
is affected by the degree to which the supragladfech organs are strengthenigd.
contour, voice quality and glottal resistance iuenced by laryngeal effort. Additional
activity of the respiratory muscles, which increaske rapidity of glottal opening and
intensity, indirectly causes a risefjnLadefoged, Draper and Whitteridge (1958) correlate
nuclear stress, sentence stress and emphatic stitsghe sudden extra activity of
intercostals muscles which increases subglottasore and loudness. On the other hand,
focus and emphasis is signaled by expiratory sttegslvement and arousal are signalled
when expiratory effort is maintained, which cauaasincrease iffiy range and eliminates
declination. Large variations in pitch and highchitevels express happiness and surprise,
while psychological stress and anxiety involve ligtpitch and levels of amplitude
because of greater respiration rate and a growsdhbglottal pressure (Vaissiere 2005).

The Frequency Code (e.g. Bolinger 1989, Ohala 18B¢ussed in 1.5.5) concerns
the influence of the size of the vocal tract omérency, e.g. lower formant frequencies are
associated with larger vocal tract. However, meaméant frequenciedy and breathiness
can be partially manipulated by speakers. The Fmegy Code is an element of the
Iconicity Code, “a gestural-to-lingual code” (Vaa® 2005: 251). In order to read the
speaker’s intentions, listeners rely not only ooal@estures, including intonation, but also
on facial gestures which are often stronger cuas timguistic ones (Bolinger 1989). For
example, when expressing surprise, raised eyebofies accompany a rise . Signs
expressing attitudes and emotions are claimed tarideersal as they are based on an
archaic genetic code (Bolinger 1989). The evideiocauniversality of these intonational
meanings is the fact that recognising emotions faraign language is often easier than
distinguishing types of sentences. The Iconicityd€dolds that the signs (instinctive
“significants”) which were at first used as the meaof expressing primary emotions
became a part of the linguistic code, i.e. developgo intonational “signifiés”. Thus
excitement and arousal coincides with higher tensibthe vocal folds and higher pitch.
Lack of strong emotions is characterised by fgvand slower rate of speaking. Greater
pitch changes indicate agreeable emotion, whilé itdonation signals disagreeable
emotion (Fonagy 1981, after Vaissiere 2005).

Abundant evidence proves that learners utilise gut@al categories of L1 to
process L2 speech sounds. In perception of segmisteners® employ the phonetic
categories of their mother tongue following a psscef “equivalence classification”
during which they project native L1 phonetic catég®on L2 sounds. New sounds which
have not undergone the equivalence classificatidlh ecome the basis for a new
perceptual category (Flege 1987, 1991). Best (12@8umes that non-native phonetic
segments are perceptually assimilated to nativengtio categories according to their

5 Adults’ perception of L2 speech will differ fronmitdren’s perceptual abilities since their L1 i¢ fdly developed
yet.
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articulatory similarity. Pisoni (1997) claims th&af2 sounds are matched to native
exemplars sharing appropriate acoustic parameters.

A similar tendency is observed at the prosodic lle&uddert-Kennedy and
Hadding (1973) investigated how different L1 backgrd affects the Swedish and
American English subjects’ judgments on which rélsgaized intonational patterns are
appropriate for ‘statements’ and ‘questions’. CRe&zreira (1986; after Leather — James
1991: 312) claimed that “listeners’ perception @& ibtonation reflected a combination of
intonation transfer (positive or negative) from afid universal strategies for intonation
interpretation”.

Mennen (1999) employs Flege’s (1995) Speech Legrviadel to account for peak
alignment in learner’s language. The study revé@s$ most of the subjects, except one
speaker, did not manage to establish a new pemepaitegory for L2 peak alignment,
however, the alignment category in their L1 hasaapptly been affected and certain
distinctions between categories in the L1 and L2ehaeen lost. The only speaker whose
L1 remains unaffected despite her mastery of L2kpalignment provides counter-
evidence to the claim that full mastery of L2 spe@udicates a corresponding loss of
nativeness in L1 (Major 198%). Abercrombie (1967) poses a question whetheethgists
“tone deafness”, i.e. inability to perceive pitcariations. However, those who consider
themselves tone deaf speak their mother tongueetisa® other speakers, so they must
have heard differences in pitch patterns while aogytheir L1. He explains the difficulty
as lying in problems with “adopting an analyticitatle towards something which has
become so familiar” (1967: 102-103).

The following subchapters summarise major stud@scerning the perception of
intonational functions.

2.3.1. Grammatical functions

Since intonation, unlike other prosodic feat@fess inherently meaningful, it conveys
additional cues for the hearer to decode messades. of all, it serves to distinguish
sentence types. In their study of the perceptions@iftence intonation, Garding and
Abramson (1965) determined three categories ofnattonal contours in American
English which hearers described as ‘neutral stat€mges-or-no question’ and ‘counting
in a series’. Other studies (Hadding-Koch — StudBennedy 1965) specified such

% According to Major (1990), one cannot possessvadike phonology in both linguistic systems, as thutual
effects of L1 and L2 seem to interact with one hantA learner can either maintain L1 proficieney il to attain
L2 proficiency, achieve L2 proficiency but lose imatL1 proficiency, or lose native L1 proficiencutbalso fail to
achieve L2 proficiency.

“’Non-prosodic (segmental) and prosodic featuresbiatonation, do not possess inherent meaningaloer
contribute to distinguishing meaningfully variousguistic elements (Fox 2000).
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categories as ‘statement’, ‘question’ and ‘talkingyourself’ for Swedish and American
English.

Intonation helps the listener to recognise boundaayking in sentences. Berkovits
(1984) found that fundamental frequency is the atowcue signalling finality in English
and Hebrew. Highef, peaks and smalldg falls marked unfinished sentences, although
this feature seemed not to be the only factor ay.pEhe showed that listeners rarely
commit mistakes in identifying finished and unfimsl sentences.

2.3.2. Attitudinal functions

The interpretation of attitudinal meanings seembdao some extent language-specific.
Luthy (1983) proved that non-native listeners tetod misinterpret the intonational
markings of rudeness, politeness, doubt, certasutgprise or nonchalance. Scherer (1979)
concluded that the ability to process attitudinadl @motional signals may innate, since
native English subjects mostly agreed on the inggation of synthesized tones.

2.3.3. lllocutionary functions

Geluykens (1987) in his study of rising intonation‘queclaratives’ claimed that even
though felicity conditions help to perceive a dealave with rising intonation as
a question, intonation plays a vital role when pnatic cues are insufficient (Searle 1969).

Research into the perception of sentence and @gladroundaries reveals that there
are several intonational cues at play. Lehiste’879) established that timing and
fundamental frequency are important markers. Thegtle of an utterance influenced the
subjects’ judgements, as longer sentences tendbe identified as uttered in isolation
rather than within a paragraph. A cue for senteme paragraph boundaries was the
length of the pause, as the perceived paragraphdaoes were signalled by longer
pauses. Moreover, sentences with higlierpeaks on the first stressed word were
recognised as initial in a paragraph, thus marlangaragraph boundary. On the other
hand, intonation falling towards the baseline sligaathe termination of a unit. Kreiman
(1982) proved that non-level intonation patterrssyell as laryngealization, pre-boundary
lengthening and pauses indicate sentence boundaResagraph boundaries are
additionally marked by cues that are initial andafiin a unit, and by “cues that span
boundaries and both that one unit has ended andnither has already begun” (Kreiman
1982: 163).

In conversation intonation also serves as a panaépue for turn-taking. Schaffer
(1984) noticed that turn-beginnings were correocigognised more frequently than turn-
ends. However, syntactic and lexical markings sekemere significant than intonation.
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Cutler and Pearson (1986) tentatively concludetlfgh@ontour, namely a downstep and an
upstep in pitch, is a significant cue for turn-taki however, their subjects could not
determine a considerable number of utterances.

Ford and Thompson (1996) found that the syntaati@national and pragmatic
completion points converge. The least significaypet of completion are syntactic
completion points. On the contrary, intonation gmdgmatics are the most reliable cues
signalling which syntactic completion points arergeéved as completed. Intonational
completion usually coincides with syntactic andgonatic completion. On the basis of
these three cues interlocutors establish boundé&edseen turn-constructional units of
conversation, the so called complex transitionvaahee phrases (CTRP).

2.3.4. Sociolinguistic function (perceived foreigaccent)

Munro and Derwing (1995) studied the influence wfonation on perceptible foreign
accent. They discovered that non-native accentetecthble even if low-pass filtering
makes utterances unintelligible. Moreover, it tal@asger for native speakers to process
utterances produced by non-native speakers thaatbye speakers.

Studies into the perception and acquisition of sEgsican suggest how intonation
is perceived. Previous research, e.g. by Riney Rlede (1998), revealed that after
a period of four years Japanese students in Ameripeoved their ability to discriminate
between English /r/ and /I/. Lively et al. (1994)os/ed that after a proper training,
Japanese listeners were able to distinguish /rhffié, an ability that did not diminish
during the following three months. Thus, the caligbto perceive foreign phonetic
contrasts resulted from the listeners' selectitentibn to the acoustic cues of the two
sounds. Carmichael (2004) concluded that seleditention could also influence the
perception of intonational contrasts in L2.

2.4. Influence of the mother tongue

The influence of the native language on the actomsiof L2 phonology has been
generally accepted, despite the debate on thetextevhich L1 affected L2 (Dulay — Burt
1972, 1978 Flynn 1987). This makes the acquisition of phoggl different from the
acquisition of syntax: L1 interference is not thatvious in the area of grammar.
According to Richards (1971: 204),

studies of second language acquisition have temdécthply that contrastive analysis may be most
predictive at the level of phonology, and leastjmtve at the syntactic level (Richards 1971:204

%8 Dulay and Burt claimed that even if errors seentebe the result of L1 interference, they were tigymental in
fact and reflect the growth of an emerging lingaistystem.
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Moreover, it is possible for a native speaker toogmise non-natives by their
pronunciation but doing so on the basis of syntamtidence alone is not easy (loup 1984).

The Contrastive Analysis Hypothesis (CAH) was ohéhe earliest studies into L1
influence on L2 acquisition. The CAH assumed tbatlie learner “those elements that are
similar to his native language will be simple famhand those elements that are different
will be difficult” (Lado 1957: 2) and that “whendening a foreign language we tend to
transfer our entire language system in the procgssio 1957: 11). At that time research
concentrated on comparing phonemes and the distnibof their allophones in L1 and
L2. When faced with L2 sounds that differed frorodé of L1, the learner assigns two or
more allophones in the L1 to different phonemethelL2. Lado illustrates this claim with
the sounds [d] and [d], which are separate phonem&nglish but in Spanish they are
allophones of [d]. Thus for Spanish learners assggithe sounds to contrasting English
phonemes presents great difficulty. The conclusvas that a thorough comparison of L1
and L2 could allow predicting which L2 structureswid be difficult to learn.

Stockwell and Bowen (1965) developed the CAH inooafing ideas of American
Structuralism and behavioural psychology (Hock&&5). They established an eight-level
hierarchy of difficulty, based on the classificatiof L1 and L2 sounds as “null” (non-
existent in a language), “optional” (whose disttibn is not predictable from the
phonological context, so phonemes) and “obligatdalfophones, as their distribution is
based on the phonological environment). Thus tleydcpredict that L2 allophones that
are null in the L1 posed maximum phonological diifty for the learner. The weakness of
Stockwell and Bowen’s claims was that they were lmeded on systematically gathered
data, yet later studies prove that L1 does infleemat least some aspects of L2
pronunciation (cf. loup 1984, Eckman 2004).

A number of studies opposed the CAH as they assuhadimilarities between L1
and L2 accounted for pronunciation errors. Wod&'878) Crucial Similarity Measure
(CSM) could explain a number of not only phonoladibut also morphological problems
(cf. Young-Scholten 1985). Oller and Ziahossein§7@) concluded that while the source
of difficulty were the similarities between the tmg systems of the L1 and L2,
differenced were less likely to cause confusionthe&y were more salient (after Eckman
2004).

The CAH was eventually refuted by a growing bodyaedearch which proved that
developmental processes and ease of articulatiore weore significant than L1-L2
differences. More evidence against the CAH was igeal by research into the perception
of L2 speech.

L1 transfer can also be affected by the univergablbgical features of the two
languages in contact, as described in the followsexggion.

63



2.5. Influence of linguistic universals

2.5.1. Interlanguage

Three researchers developed a concept of a “léarl@rguage” independently: Corder
(1971) described it as “idiosyncratic dialect”, Nsan (1971) referred to it as

“approximative system”, while Selinker (1972) cdllthe construct “interlanguage”. The

concept is based on the idea that in the coursecodfisition learners create a linguistic
system different from either their native languagethe target language. Interlanguage
(IL) reflects the evolving system of rules whichsu##ts from such processes as the
influence of the L1 (“transfer”), contrastive interence of the L2 and the

overgeneralisations of the rules (Crystal 2004:)239

Corder (1968) postulated that L2 learners mightlike L1 learners in that they
follow an internally preordained learning seque(ainbuilt syllabus) during acquisition:
certain forms would not be acquired until the lesrwas “ready” for the acquisition. The
learner’s systematic behaviour was named a “tiansit system”, since it was assumed
that during SLA the learner formed hypotheses alblmaitarget language and tested them
in order to confirm or reject them.

The idea of the transitional system was continug@&eélinker (1972), who coined
the term “interlanguage”, referring to the systamdnowledge of L2, intermediate
between L1 and L2. He claimed that the L2 learnerisd did not resemble the mind of
the L1 learner, which seemed to be confirmed byf#ot that only 5% of L2 learners
achieved native-like ability in L2. Moreover, Lettnezg’s critical period for L1 acquisition
also signalled a critical period for the acquigitiof any other language, providing more
evidence supporting the claim. Among interlangupgecesses, such as fossilization, or
overgeneralization, L1 transfer, from which sonterlanguage rules derive, is mentioned.

Interlanguage Hypothesis deprived L1 transfer ®fddminant role. In its extreme
version, e.g. in Dulay and Burt's (1974) Creativen€truction Hypothesis or Krashen’s
(e.g. 1981) monitor model, no differences betwednalnd L2 acquisition existed and
neither did transfer. The moderate version of theerlanguage Hypothesis, including
Markedness Differential Hypothesis (Eckman 197781)9granted L1 transfer a certain
responsibility for (un-) successful acquisitionL@f (see section 2.5.2.).

Gass (1988) developed the notion of language tandéfining it as a phenomenon
which involves “the use of native language (or otlenguage) information in the
acquisition of a second (or additional) languag&ags 1988: 387). Her interpretation
included, among others, such phenomena as tramistgpological organization, different
paths of acquisition, avoidance or overproductiboastain linguistic elements.

Numerous studies revealed that L1 transfer is gpt®maphenomenon. For example
Zobl (1982) found two patterns of L1 influence: thace at which the learner traverses
along developmental sequences and the number @lapewental structures within the
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sequences. If an L1 structure and the developmentlwere similar, the learner tended
not only to persist with the developmental struetbut also to add an additional stage to
the developmental sequence. In this respect sityilaetween L1 and L2 did not facilitate
learning. Other studies, e.g. Kellerman (1978),wshhat transfer can be utilised as
a strategy compensating for the lack of L2 knowéetigall language areas but phonology.

Interlanguage is regarded a key development in $igbry, since it can help to
establish the extent to which the learner’s languagembles L1 grammars. Moreover, it
can account for utterances whose structures deeitber from L1 transfer nor from L2
input.

2.5.2. Markedness

The concept of markedness was introduced by Nikbtabetzkoy (1939) and Roman
Jakobson (1941) of the Prague School of Linguisgisce then, several interpretations of
the notion appeared. The earliest one stated ¢ghabtind would be marked if it possessed
a certain distinctive feature (e.g. voice), and arked if it lacked it” (Crystal 2003: 283).
As Larsen-Freeman and Long (1991: 101) observegtistic notions of ‘markedness’ are
usually defined in terms of complexity, relativefrequency of use or departure from
something that is more basic, typical or canonica language,” therefore in such pair of
words asman/womanthe former is considered unmarked. According ¢&nkan (2004:
28-29), one member of the binary oppositions, sagkoiced and voiceless obstruents, or
open and closed syllables, are believed to belpged in the sense that they have wider
distribution not only within a language but alsorass languages. Those privileged
members are considered “unmarked”, that is “in saolenable way simpler, more basic
and more natural than the less widely occurring bemof the opposition”, the
“unmarked” item. Therefore, one can conclude thafaking intonation contour is
unmarked while the rising pattern is marked, addhmer is apparently more common.

From the typological perspective, markedness rel@¢he cross-linguistic situation
in which the presence of a certain linguistic featnplies the presence of another feature.
Gundel et al. (1986: 108) defined typological markess, which refers the distribution of
linguistic representations among the languageseofiorld, as follows.

A structure X is typologically marked relative taather structure Y, (and Y is typologically unmatke
relative to X) if every language that has X alss Na but every language that has Y does not neglssa
have X.

Generative linguistics formulated a theory of markess in which unmarked
features relate to the general tendencies fouradl ianguages. On the other hand, marked
features refer to those properties which are exmegit Thus a highly unmarked feature is
seen to possess universal status, unlike a highigatked one. For instance, the CV
sequence is considered a phonological universareds the sequences with combinations
of consonants and vowels that are different froat fattern are exceptional and, therefore,
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more marked. The universal set of linguistic foimsften referred to as the core, whereas
the forms departing from the unmarked universadscatled periphery.

The notion of typological markedness gave riseno hypotheses relevant for L2
phonology: the Markedness Differential HypothesdDH) (Eckman 1977) and the
Structural Conformity Hypothesis (SCH) (Eckman 1091

The Markedness Differential Hypothesis (Eckman 1322) states the following:
The areas of difficulty that a language learnet dlve can be predicted such that

a) Those areas of the target language which diffenftbe native language and are more marked that
the native language will be difficult;

b) The relative degree of difficulty of the areas dfatence of target language which are more marked
that the native language will correspond to thatret degree of markedness;

c) Those areas of the target language which are diffdrom the native language, but are not marked
than the native language will not be difficult.

The MDH, contrary to the postulations of CAH, sththat the differences between
L1 and L2 were not sufficient enough to accountléarning difficulty. The general claim
was that not all differences would appear diffidolt the learners. Moreover, a particular
L2 item would cause different degrees of difficuttgpending on the L1 spoken by the
learner. The MDH was addressed in a number of esu@.g. Anderson 1987 for degrees
of difficulty experienced by learners of various backgrounds; Major — Kim 1996, and
Yavas 1994 for final devoicing in IL grammars; Gsld 1997).

Eckman (1991) formulated another hypothesis emptpyhe generalisations which
underlie the notion of typological markedness,$trictural Conformity Hypothesis.

The universal generalisations that hold for primanguages hold also for interlanguages (Eckmari:199
24).

Eckman (1996) argued that the motivation for thédS€an L2 pattern in which the
structures conform to markedness principles, thetres, however, cannot be accounted
for by mere differences between L1 and L2. Thighis reason why the MDH cannot
explain the interlanguage pattern, as it is notliké-or L2-like, but it is in accord with
a kind of universal structure. The SCH was invedéd in such papers as Carlisle’s (e.g.
1997) and Eckman and Iverson’s (1994).

A related hypothesis, the Similarity Differentialat® Hypothesis (SDRH)
postulated by Major and Kim (1996) is based onwloeks by Wode (1976) and Flege
(1995). The notion of markedness is merged withidlea that dissimilar sounds may be
easier than ones similar to L1 sounds. The SDRnslahat “dissimilar structures are
acquired more quickly than similar structures, #mt markedness is a mediating factor”
(Eckman 2004: 36) and many pronunciation errors ban explained by “rate of
acquisition”, not “difficulty”. The hypothesis isupported by the fact that the learning
situation for beginning and advanced learners gosjpe: beginners utilize L1 transfer,
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therefore similar sounds are easier for them, bufor advanced learners (Major and Kim
1996). The weakness of the hypothesis is thatdbasi of “similar” and “dissimilar” are
not clearly defined.

2.5.3. The Ontogeny Model and the Ontogeny PhyloggModel

The Ontogeny Model (OM) (Major 1986, 1987), whichsndeveloped into the Ontogeny
Phylogeny Model (OPM) (Major 2001), is a signifitanodel of L2 pronunciation that
attempts to analyse the interaction of phonologitahsfer and universals. In OM
approach, substitutions of L2 sounds can be acedumbr by L1 transfer and L2
development, which are part of universal grammadre Two types of influence on the
learner's language change not only over time, bl talso evolve according to the
formality of the speaking situatidéh The substitutions caused by L1 transfer gradually
decrease in the course of learning. The substitsiiocrease, however, when the speaking
situation becomes more formal. On the other haadeldpmental processes first increase
with time and with growing formality of the speagisituation, yet later they decrease. The
Ontogeny Phylogeny Model adds that interlanguagepeises three parts, the L1, the L2
and universals.

2.5.4. Universal Grammar (generative approach)

The previous subchapters have revised theoriesrthetedness constrains IL phonologies.
The following section presents the principles ofivgénsal Grammar (UG) and their
influence on IL.

The UG framework claims that IL variation resulterh different parametrical
settings of L1 and L2. The framework provides erimkethat IL grammars are systematic,
which cannot be predicted on the basis of the argabf L1 or L2 alone.

Most studies of parametric variation in prosody c@n stress. Pater (1997)
described the acquisition of English stress by émespeakers. The errors the subjects
committed involved mis-setting the parameters ofrVbeadedness and Directionality.
Neither the L1 values for the parameters were fearexd nor were they the same as the
ones of the L2. However, the parameters of fooé sind foot headedness posed no
difficulty. The acquisition of phrasal stress byligto and Hungarian learners of English
was studied by Archibald (1993) whose subjectstididsfer their L1 metrical parameters.
His findings are in accord with those in other pblogical domains, which state that L1 is

29 Cf. Tarone’s (1979, 1982, 1983) “continuum paradiigi.e. the effect of the learner’s attention peech on IL
variability.

67



a vital factor in the acquisition of L2 stress Hearners can develop a system that
originates from neither the L1 nor L2.

The perception and acquisition of tone and intamais analysed by Leather et al.
(1997). Their subjects were adult speakers of Dy&hon-tonal language) learning
Chinese lexical tone. First one group underwenhitrg in perception of the tones, later
they were given a test on their productive abditi€he other group was taught to produce
the tones, then their perceptive abilities werdetbsThe experiment proved that the
learning of L2 tones had certain processes thaiddo& encountered L1 acquisition, i.e.
learners formed hypotheses about the L2 phonolbgistem, tested and revised them,
gradually approximating the target forms. The cosidn was that

learners did not need to be trained in productmibe able to produce, or in perception to be able t
perceive, the sound patterns of the target sydt@ining in one modality tended to be sufficienetmable
the learner to perform in the other (Leather 1997).

Rintell (1984) studied judgements of the emotiot@he in conversations by
speakers of different L1 backgrounds. Chinese stdbfeund recognising emotional states
of English speakers difficult, whereas Arabic apd8sh speakers did not.

Zampini (1997), in turn, proved that in the acaiosi of Spanish spirantization the
L1 rule must be formulated within the domain of theonational phrase in the prosodic
hierarchy.

In the present work, the model of L2 acquisitiom@atéd for the empirical study is
based on the Natural Phonology framework, theretbee author chose to present the
Natural Approach separately, in the following cleapt
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CHAPTER 3: The acquisition of intonation — a model

3.1. Natural Phonology as theoretical framework

In recent decades a considerable number of mofi@lsquisition have been proposed, yet
the acquisition of intonation has rarely been apphed. The following chapter attempts to
integrate theories of L2 learning and models ofrasggmental phonology. Moreover, it
aims at discovering the mechanisms behind the sitigmi of this aspect of phonology
which so far has received not much attention. Theehof the acquisition of intonation is
therefore based on a theory concerning segmentaigbbgy, the findings of which prove
to be applicable to suprasegmentals as well.

An adequate model should incorporate the findinigsheoretical linguistics and
acquisition studies. One of such attempts concethedtheory of the acquisition of
phonology within the framework of Universal Gramn{alG). According to the model,
phonological competence included universal priresphnd language-specific parameters
which had to be re-adjusted in the process of adoqn. The weakness of the theory was
the unresolved question whether adult learnersiraoed to have access to UG or not (cf.
Young-Scholten 1996, James 1996, Birdsong 1989).

Natural Phonology seems to provide the most sutalbhmework for the
construction of a model of the acquisition of irdtan, as not only can it provide a formal
description of a linguistic system but also thecesses taking place during L2 learning.
Natural Phonology, however, is not just a desargptheory, as the generalizations about
language behaviour accounted for within its framewtake the form of universal or
language-specific preferences rather than absoliés. This makes it is a preference
theory rather than a descriptive one and givesaatg@r explanatory power, since in any
analysis of linguistic behaviour the speakers &g tactive (to some degree) control over
language cannot be excluded (Dziubalska-Kotaczyi220

Moreover, the nature of the predictions and explana provided by Natural
Phonology, and Natural Linguistics in general, ashbfunctionalist and semiotic (Dressler
1996, Dziubalska-Kotaczyk 2002). On the one hah&mploys two main functions of
phonology by means of which it accounts for the wamicative role of language,
pronounceability and perceptibility. From this pmstive, each linguistic choice of
language-users is seen as the consequence of #tergmted (functional) linguistic
behaviour. On the other hand, semiotics becametatine®ry for the natural model linking
it with other disciplines, thus allowing a bettexp&nation of language behaviour.
Dziubalska-Kotaczyk (2002: 104) illustrated the kexyatory system of Natural Linguistics
as in Figure 3.1.:
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higher principles non-linguistic

(e.g. the principle of least effort, (cognitive, phonetic, psychological, sociologicgl,
of cognitive economy) etc.)
preferences linguistic

(e.g. a preference for simple phonotactics, fona|C
structure)
preference parameters functional and semiotic

(pronunceability, perceptibility)

consequences of preferences linguistic

(e.g. absence of clusters in a language)

Figure 3.1. Natural Linguistics as an explanatopdel (Dziubalska-Kotaczyk 2002: 104)

As Donegan and Stampe (1979: 168) say, even thbiaghral phonology “lacks
any a priori methodology or formalization, is ba#stable and explanatory. By its nature,
it is ultimately accountable for (...) everything ¢arage owes to the fact that it is spoken.
And by its nature, it must follow from the charaaté the human capacity for speech.”

Such a character of Natural Phonology renderseitntiost suitable framework for
the theory of the acquisition of intonation, agsitonveniently applicable to adult learners
of the second language. The natural framework gavedevant and reliable account of the
reorganization of the L2 learner's native phonatagisystem when confronted with L2
requirements (cf. Dziubalska-Kotaczyk 1990). Theoatty is well-rooted in linguistic
research, its beginnings dating back to Plato, @laborated on natural naming of things in
Cratylus, and was continued by, among others, Jan BaudoairCaurtenay, Mikolaj
Kruszewski, Roman Jakobson, Edward Sapir, Ottoetesp and Henry Sweet (Katarzyna
Dziubalska-Kotaczyk 2002). The tenets of Naturabiilogy were formulated by David
Stampe (1969, 1979) and further developed by D&tampe and Patricia Donegan
(1979), as well as Wolfgang Dressler (e.g. 1988519996). Initially, the model focused
on first language acquisition, yet later was exeehdamong others, to the domain of the
second language learning (e.g. Dziubalska-Kotact987, 1990a, 1990b; Zborowska
2001, Wrembel 2005).

3.1.1. Basic assumptions

The naturalness of the theory is seen in the waguage is characterized: it is “the
reflection of the needs, capacities, and world®fisers, rather than a merebnventional
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institution” (Donegan & Stampe 1979: 127). The basnet of Natural Phonology is that
the sounds of language evolve in individual speaked over time in a speech community
due to the phonetic forces “implicit in human vezation and perception” (Donegan —
Stampe 1979: 126). The forces are demonstratedghroniversal processes defined as

mental substitutions which systematically but suisoiously adapt our phonological intentions to our
phonetic capacities, and which, conversely, enalsleto perceive in other's speech the intentions
underlying these superficial phonetic adaptati®@mnegan — Stampe 1979: 126).

The above definition of processes stresses themtahstatus, i.e. they are neither
conventional constructs nor peripheral, physicaénés, although they are physically
motivated, therefore they operate in the mind ef lamguage user. The evidence for the
mental character is provided by the fact that they suppressible, e.g. the processes in
casual speech concerning style can be suppresd$ednal situations (Donegan — Stampe
1979: 136). Otherwise, processes would occur inudgatly of their perceptual or
articulatory consequences.

Another important assumption of Natural Phonolog\ythat processes result from
the limitations of human vocal and perceptual cédgscand can be seen as a natural
reaction to the mismatch between the sound inteadédactually pronounced, as well as
the discrepancy between clarity of perception agkef articulation (Donegan & Stampe
1979: 130). Due to processes (substitutions), igtener is able to compensate for these
limitations and decode the intentions of the speakbus they occur as a response to
difficulties in either production or perception gfieech. Moreover, it is claimed that when
a particular difficult representation is subjectsigbstitution, other representations of the
same difficulty will undergo the same proc&sst follows that representations (sounds)
can be categorized into ‘natural classes’ on wipiaticular processes operate: segments,
and “natural prosodic constituents — syllables,eatgroups, words, etc.” (Donegan —
Stampe 1979: 136). What is more, they undergo oapbnal hierarchies of applicability,
that is, in a language processes apply in accaitd avhierarchy of semiotic and functional
parameters of naturalness (Dziubalska-Kotaczyk 2002

Phonological processes begin to operate when tlld starts to acquire their
mother tongue. The infant has at his/her disposaligersal system of processes which it
needs to inhibit in accordance with the requiremeat the ambient language. To
distinguish the universal processes from thoseroogulater in acquisition, which are the
remnants of the universal system, Dressler (198ppamted ‘process types’ (universal
ones) from ‘processes’ (substitutions derived fitbmn universals). Although processes are
universal, their application differs from languagelanguage and the child needs to learn
the constraints imposed by his/her native languegigem.

Donegan and Stampe (1979: 142-3) distinguish ttyges of processes on the basis of
their functions in language:

30 Each process results from a particular phonetitvaiion, therefore different motivations imply fiifent processes
(Donegan & Stampe 1979).
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1. Prosodic processes are those which involve suckogro structures as basic
patterns of rhythm and intonation onto which worghrases and sentences are
mapped. Prosody is not provided in the linguistiatenial itself but rather it is
determined by mapping, most relevantly describesl &a operation in real-time
speech processing of which setting sentences &ewv@r music are special cases.”
For Donegan and Stampe prosodic processes ardoritdie developing language,
since the choice of segmental processes is detedrim a large extent by the
mapping of segmental representations onto the giostructure in speeth

The remaining two types of processes apply to satgne

2. Fortition processes (centrifugal, strengtheningag@matic) are context-free and
make segments more perceptible, e.g. dissimilgtiodgphthongizations,
syllabifications or epentheses in such situationstgles as attentive, formal or
expressive.

3. Lenition processé$ (centripetal, weakening, syntagmatic) are consexisitive
and/or prosody-sensitive, as they make segment®rets pronounce, e.g. in
assimilation, monophthongization, disyllabificationreduction or deletion
phenomena. They apply in ‘weak’ positions, suchsy$able-final or unstressed
positions, in situations and styles in which clar#t of little importance.

Processes cannot be seen as equivalents of ridedofimer have synchronic phonetic
motivation, contrary to rules, which are the “hrstal result of conventionalized processes
which have lost such a motivation” (Donegan & Stam®79: 144) but instead possess
semantic or grammatical functions, like umlaut doathat is especially visible in the
domain of second language acquisition, processedbeainderstood as natural responses
to innate limitations or difficulties, while rulesust be learnt. Processes are involuntary
and unconscious but can become evident when cdeftowith pronunciations not
corresponding to the process, whereas rules aateckéhrough conscious observation of
linguistic differences. Processes cannot be borpwalike rules. Finally, while processes
can be either optional (style-dependent) or obtigat(style-independent), rules are
invariably obligatory.

3.1.2. First language acquisition

One of the main interests of Natural Phonologya® luniversal processes (process types)
apply during the mastery of the native language.

31 Cf. Keating’s (2004) claim to the contrary: segtaéand prosodic planning interact in a minor watythe end of
the process of phonetic encoding.

32 Cf. Dressler's (1984) terms: foregrounding / dlastion for dissimilatory processes and backgrongd
obscuration for assimilatory processes.
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The classical model of Natural Phonology stateg th@ system of natural
phonological processes is innate (Stampe 1969% 3ystem is unlimited and unordered,
therefore during acquisition the child needs tasew, so that it approximates the system
of adult speakers of the language, by means o€ thmechanisms: suppression, limitation
and ordering. Suppression allows the child to elate those processes absent in the
mother tongue, e.g. the process of devoicing fotatruents must be suppressed if the
ambient language is English. Limitation resembl@gpsession in that a given process is
constrained only in certain contexts, e.g. whendhi&l devoices only dental obstruents.
Thus the child, in order to acquire the first laage, needs to learn the constraints on
processes, not processes themselves.

In the process of acquisition, as the child leaonsonstrain those processes that do
not conform to the native language system, thembmer is gradually reduced. Yet in the
phonological system there remain innate procesbgshvihave no manifestation in the first
language and therefore have not been activatad. dlaimed that although they do not
manifest themselves overtly, they reside in thetesysand can be triggered when an
individual acquires a second language (Stampe 1969)

Evidence for the innateness of phonological praeesomes from research into
acquisition orders, which appear to be similar serstudied languages. Moreover, there
are parallels between L1 and L2 acquisition (Mdj8B7). Another piece of evidence is
provided by the universal nature of substitutiotts.has been proved that certain
phenomena undergo similar substitutions during adean of various languages, such as
substitutions of /w/ for /I/ or /r/, reductions obnsonantal clusters or devoicing (Major
1987).

Such view of L1 acquisition poses certain problemfgugh. For instance, as
Dressler (1996) noted, some processes can oc@ur imegular way or they never appear
as it is expected. Therefore, even if the classinadel could account for language
universals and certain parallels between emerdmgp@ogies of various languages, it still
needed refinement to be applicable to all aspddeguage.

The classical model was revised by Donegan (198%) explained the innateness
of phonological processes on the grounds that éineymmediate natural responses to the
limitations of human articulatory and perceptuapaiailities. She claims that the child
discovers processes when he/she attempts to usedhetract, in other words, processes
occur as the child tries to deal with the diffioest that the vocal and perceptual abilities
pose. She weakened the claim, though, stating that

It would not alter the theory of natural phonolagybstantially to say that processes may be disedver
by the child as he learns to use his vocal tragt But if processes are learned, they are leaasedatters
of physical coordination are learned —dning — not by the kind of cognitive processing thateguired
to learn other components of language, like syntagrphology, or morphological rules (1985: 26,
footnote 5).
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Thus the emergence of child’s phonology requirgsal coordination rather than
cognitive processing as in the case of acquisiiioother components of language, such as
syntax or morphology (cf. Dressler — Karpf 1994).

The constructivist model presents a more accutédenpt to account for language
acquisition (Dressler — Dziubalska-Kotaczyk 19%€cording to which the child gradually
constructs their first language on their own. Camntrto Chomsky’s theory, in which
acquisition is a passive phenomenon, the child fmesoan active participant in the
process. The constructivist concept differs alsonfthe Stampean classical model in that
phonological processes are no longer believed tnbate and available to the child at
birth, they rather arise during acquisition as emdal reactions to the articulatory and
perceptual limitations the child encounters. As ttigld’s brain receives linguistic
information, the process of neuronal specializatimgins and, as a result, phonology
emerges “as the outcome of the organization andyae@ation of processing phonetic
information” (Dressler 1996: 48).

The advantage of the constructivist model liestgnpotential of explaining why
certain phonological processes do not apply anidt@n in language development among
individual children. Moreover, it can be employedaccount not only for phonology but
also for other components of grammar, thus its sadpplication is broader than that of
the innateness hypothesis (Stampe 1969, Dziub#lskaczyk 1990a, Dressler 1996,
Major 1987). However, as the two models do notdtiancontradiction with each other,
they can be to some degree integrated in acquisgtadies, as in the model of self-
organisation (Dziubalska-Kotaczyk 1998, Zborowsk®971 for second language
acquisition).

3.1.3. Second language acquisition

Natural Phonology not only accounts for first laaga acquisition but it can also give
remarkable insights into the study of second lagguacquisition, as in the works of,
among many, Abrahamsson (1996), Hammarberg (19880)1 Dziubalska-Kotaczyk

(1987, 1990a), Dressler — Dziubalska-Kotaczyk ()984ajor (1987), Zborowska (2001).
Although it has concentrated mostly on segmentstia@ayllable, it can provide a reliable
model for the acquisition of higher levels of prdgo

The problem which SLA has tried to answer is whetral to what extent second
language acquisition resembles that of the fisglege. The question within the natural
framework is whether and to what extent the praeedaking place in first language
phonological acquisition apply when the individasiempts to master a second language.
In the previous section it has been said that mldheed to learn the constraints on
universal processes of their mother tongue, retfiseset of those processes by means of
suppression, limitation and ordering, until theliopological system approximates the
system of an adult speaker of the language.
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Abrahamsson (1996) believes that the acquisitiothefsecond language follows
the same route, except that learners need to teaignore the L1-specific phonological
rules. As opposed to L1 acquisition, where thedchiégins with a latent (non-revised)
system of phonological processes, during L2 actjpiisihe learner already has a revised
system at his/her disposal.

Major (1987) also claims that L1 and L2 acquisitere the same, since the L2
learner needs to constrain or eliminate “those ggses (interference and developmental)
which are not characteristic of native pronunciati@l987: 208). In other words, while the
processes that the child needs to successivelynalienin order to arrive at the native set
of phonological rules are developmental, the preegswhich the L2 learner has to
constrain are interference ones, resulting from teviously acquired L1, and
developmental ones, which begin to operate onaference processes are suppressed.
Moreover, the relationship between the two typeprotesses changes, with interference
processes first dominating at the beginning of uii2 acquisition and decreasing with
time, and developmental processes increasingaimdtiater diminishing.

Another issue which is vital for SLA concerns thergeption-production
relationship. Within the natural framework it islibged that in the process of L1
acquisition the child’s underlying mental repres¢éinns resemble adult native speaker’s,
and more importantly, since they remain unchangethd the process of acquisition, any
problems that the child faces are production diffies. This is not the case in L2
acquisition, as many instances of the learnerifaito attain native-like pronunciation
can be attributed to difficulties not only with prection but also perception (cf. section
2.4.). Donegan and Stampe (1979) state that fromleacence the production and
perception of L2 words is limited by the residuabgesses. What is more, the failure to
constrain L1 processes leads to a regular phooktioge, which most frequently passes
unnoticed by the learner, except by listeners. Timesacquisition of L2 pronunciation
must involve the mastery of both abilities. Majat987) claims that there exists
a considerable variability among learners, as sdmaeners are endowed with good
perceptual abilities because their mental represens are similar to those of native
speakers, while in learners with poor perceptuditi@s the representations are closer to
their native languag@

The issue that received a considerable amounterfitain in SLA is the problem of
interference and “developmental” (however dispwdahk term) errors reflecting deviation
in L2 learner’s speech. The causes for each araastignable: the former result from the
influence of the learner's mother tongue, whereas lkatter are a consequence of
developmental factors. What is problematic, thouglirawing a clear distinction between
them. Within the natural model of acquisition thi®blematic differentiation is replaced
by the concepts of processes and rules, whilesa@ invariantly seen as the result of the
learner’s failing to suppress or limit a given pres (Abrahamsson 1996).

% However, the relationship between production aerdeption is complex, and the priority of percepii® not
always obvious, cf. the motor theory of speech ggtion (e.g. Liberman — Mattingly 1985).
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The problem of L1-L2 relationship and universalghivi the Natural Phonology
framework is also found in studies concerning mdness (cf. section 2.5.2.). Dziubalska-
Kotaczyk (1989) proposed a theory of relative mdress, in which she states that the
learner can unsuppress a universal process moily #zen suppress a process which
earlier eliminated a universal one. Therefore, oae predict that it is easier for a Polish
learner of English to acquire aspiration, a foreging process suppressed in Polish, than
to suppress the process of final obstruent dewvgjeirtich is both universal and unmarked.
Moreover, obstruent devoicing in word-final positis backgrounding and serves the ease
of articulation, which adds to the difficulty irsisuppression.

One can generalize that listener-friendly, foregiding fortitions are easier for the
L2 learner and thus are more likely to be consdjoasquired, as compared with speaker-
friendly, backgrounding lenitions. Since the latéee grounded on the L1 and universal
phonology, they are less susceptible to conscearning, which hinders acquisition.

The question to what degree the acquisition of phlagy is conscious has received
a considerable amount of attention. Dziubalska-&oj& (cf. 1990a) assumed that learners
in their mastery of L2 pronunciation may follow patvarying between two extremes:
entirely subconscious acquisition at one extreme urely conscious path on the other. In
the former case, in the L2 learner’s mind the psees that have been either suppressed or
limited during L1 acquisition become activated oragmin. In the latter situation, the
phonological processes have to be learned as fMiesintermediate paths may involve,
e.g. conscious learning of those processes thabldigatory, subconscious activation of
only a part of the set of latent processes, orldhbk of success in the suppression of L1
processes which could explain foreign accent irlgbener’s speech.

Dziubalska-Kotaczyk (1989, 1990a) formulated a nhod# phonological
acquisition, according to which the L2 learner adossly learns both processes and rules
not only on the level of production but also petm#p Perception concerns sound
intentions, or phonemes, not their surface readinat i.e. surface phonetic segments. At
the initial stages of L2 acquisition, the learnepsrceptive abilities are limited to L1-
specific sound intentions; therefore he/she neexdslearn to perceive L2 surface
realizations in order to recognize L2 sound intamgi Such learning can occur as a result
of the learner’s access to universal processes¢camdbe significantly facilitated by formal
instruction (Dziubalska-Kotaczyk 1989). Subsequextperiments involving natural-setting
and formal-setting learners further investigateel ithfluence of the different contexts on
the effectiveness of phonological acquisition. Tlexperiments concentrated on
phonological processes present in the subjectsopeance, especially context-sensitive
processes, such as aspiration, word-final devoicpadatalization or assimilation, and
context-free processes, for instance vowel discrtnon. The results revealed that those
learners who had received formal training not derned L2 segments more successfully,
but also dealt significantly better with the prages notoriously difficult, e.g. final
obstruent devoicing (Dziubalska-Kotaczyk 1990a).
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Similar results were obtained in an experiment erarg phonostylistic processes
in casual speech produced by learners of Englishwell as their abilities to perceive
stylistic variation. Formal-setting learners comsably outperformed those learning in the
natural setting both in the production and perceptasks, as the latter could apply some
memorized fast speech forms yet did not use cagqedch processes productively in new
contexts. Furthermore, they appeared to be lesstisento the differences between styles.
The results led to a conclusion that the successfgiliisition of L2 phonological processes
involves conscious learning for both formal and unalistic settings, rather than
uncontrolled acquisition (Dziubalska-Kotaczyk 1990®90b). Thus, formal instruction
enhances the effectiveness of phonological acensiespecially at its beginning stage
when the learner needs to learn to recognize LAds(butputs). However, instruction can
also assist at the subsequent stages of phondl@gigaisition. At the second stage, the
learner learns how to use the perceived outputsdar to decode the underlying intentions
(inputs), and finally, at the third stage, when tearner begins to associate inputs with
outputs and dealing with L2 processes until theyraactivated in their original form, i.e.
until they are acquired (Dziubalska-Kotaczyk 1990b)

On the basis of the experiments described aboviebBiBka-Kotaczyk (cf. 1990b)
suggested that the order of phonological acqursiito SLA occurs in reverse order as
compared with learning L1 phonology. For an infahis easier to decode inputs when
their distance from outputs is small. Moreover, haldc acquires L1 processes through
suppression, limitation and ordering of the uniaémnes, with time gradually acquiring
phonostylistic processes and morphological rules. & L2 learner, though, a greater
distance between inputs and outputs is advantag&ihs first acquires those elements
which are easier to perceive, i.e. morphologicksuthen progresses to those less and less
evident on the surface, i.e. phonostylistic proessshen allophonic and segment-
formation processes. Unlike L1 phonological acquisi the L2 learner needs to cope with
a number of sociolinguistic and psycholinguistictéas, e.g. motivation, aptitude, etc.,
which can either hinder or assist SLA. The modawéver, predicts that complete
acquisition of L2 processes is possible.

Recapitulating, Natural Phonology, which combineackironic, synchronic and
child language data, provides a sound basis faicaount of language acquisition. Even
though it mostly concerned segments and phonostglifNatural Phonology can account
for suprasegmental phenomena; hence it becameasis tor the following model of the
acquisition of prosody. In the following subsecsantonational universals and typology
will be discussed first, then the intonational @meses taking place in the learner’s
language and the influence of the extralinguistictdrs on the ultimate attainment of L2
learners.
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3.2. Intonational universals

Intonation, as all other levels of language, pas=esinderlying universal rules. According
to Vassiere (1995), those universals include timogical, psychological and ethological
factors which govern fundamental intonational canso(cf. the three biological codes by
Ohala (1984)). They are produced naturally due he perceptual abilities and the
phonatory systems of language-users. Because aifthence of these factors, there exists
one basic archetypal shape, namely a rise precedially while the remaining patterns are
derived from this archetypal configuration. Moregviae intonational contours of longer
utterances are composed of those derivative patt@eccurring recursively. Pitch
movements of the basic pattern have become covetized as natural ‘signifiants’ and
‘signifiés’, thus a rise began to mean the begigrof a semantic unit or an incomplete
utterance, a fall, on the other hand, began toasite termination of the unit (ethological
context). Also a ‘valley’ between a fall and a risefy track is universally meaningful:
when it occurs, it indicates disjunction.

The archetypal intonational shape results from wlag utterances are produced.
First, the lungs must be filled with air, whichléer pushed out during phonation causing
the vocal folds to vibrate. The air pressure isatge at the beginning of the utterance,
therefore thé, rises then and slowly declines towards the emqhohation, which explains
the universal declination of tHgtrack and the fact that such a contour universstipals
completion. On the other hand, the universal imtggtion of the non-fall as continuation
or incompleteness derives from the same naturalactexistic of the human voice. As
Karcevskij (1931) explained, such meaning resulsmf the fact that each global
intonational contour has its contrasting countdrsr if the fall indicates completion, the
non-fall must mean the opposite.

Although the archetypal intonational contours depem human perceptual and
phonatory systems, languages grammaticalise thaisersals in different ways. The way
the affective and attitudinal functions of intomatiare expressed differ from language to
language. Vassiére does not include them into iseussions of intonational universals, as
she assumes them to be too unpredictable and ngoidge-specific. It seems, however,
that languages do constrain their intonation, rdlgas of the speaker’s attitude or
emotions, depending on their language typology. Uiigersals can be traced in discourse
management and turn-taking rather than in the puijuistic functions (Valimaa-Blum
1999).

3.3. Intonational typology

Donegan and Stampe (1993) claim that one canncusBisthe intonational structure
without reference to morphosyntax, since languages “not just a collection of
autonomous parts, but [...] a harmonious and selfaioned whole” (Donegan and Stampe
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1983: 337). They analysed the interdependence betw@rd order and phrasal accent
placement in Munda and Mon-Khmer language famikgspse major syntactic structures
form mirror opposites. The word order in Munda fe@tor-first, whereas in Mon-Khmer
the order is operator-last. Yet the operand/openmatiation does not belong solely to the
domain of syntax but is closely linked to the imfation structure, where the operand
relates to the given information and the operagaaigserted. The new/given elements are
further linked to the phrase accent level, as ndarmation takes the accent vis-a-vis old
informatior?®. One can hypothesize that this interdependence beartraced in all
languages, cf.:

(1)
Her ' feelings were hurt. It hurt her 'feelings.

(Donegan & Stampe 1993)

In these examples, the word ‘feelings’ is the ofmera and bears a phrase accent taken
from its operand, even in the case of a changed water. Since the operator carries new
information and thus receives the phrasal accéetword order which is operator-first
bears phrase-initial accent, while operator-ladeoreceives phrase-final accent.

According to Donegan and Stampe phrase accent ardiaeccent is also related. In
Munda languages falling phrase accent and fallimydwaccent co-occur and in Mon-
Khmer the same relation exists between rising ghe&sent and rising word accent. They
found this relation also in other languages of dndind South-East Asia. A further
relationship was revealed, that is the one betwlaimg accent and syllable rhythm,
which can be contrasted with the rising accent wodd rhythm. Donegan and Stampe
hypothesise that such a link can exist in Eurogaaguages as well. They claim therefore
that word order, rhythm and syntax are interdepenédad languages should be analysed
holistically.

This analysis leads to distinguishing two basicgleage types on the extremes of
a typological continuum:

1. languages with falling initial phrase accent angradominantly OV order (i.e.
dependent-head order) and

2. languages with rising final phrase accent and V@a@idependent) order, typical
of modern Europe.

Intonational systems can also be divided into tasidtypes: one with a rising and the
other with a falling contour. The characteristiéshe falling-contour type include word-
initial stress and free constituent order, encligrmmmatical cases, suffixing morphology

34 Cf. Bolinger (1958).
%5 an operator can be replaced with a interrogatigesto be questioned vis-a-vis the operaftiatwas hurt?The
operand, on the other hand, has no interrogatiuategpart (Donegan & Stampe 1983).
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and adjectives tend to precede nouns. The rising iy characterized by word-final stress,
rigid word order, adjectives following nouns, pieid, analytic syntax and prefixing

morphology (Donegan & Stampe 1983). The followiradplé summarises the holistic
organization of the two basic language types.

TYPE FALLING RISING
Phrases Accent initial (“falling”) Accent final (“rising”)
Order Dependent-head order / left branching Head-dependent order / right
oV branching / VO
Words Accent relative to beginning Tlor 2% | Accent relative to end of word Y1
syllable or mora) or 2 syllable or mora from end)
Affixation Suffixal Prefixal
Grammar “Synthetic” (inflecting, free word order) “Analytic (non-inflecting, rigid
word order)
Timing Isomoric Isoaccentual (“stress-timed”)
Syllables CV canon, CV-X internal structure Accent-dependec#non, C-VX
internal structure
Vocalism Simple  nuclei, stable, harmonjcAccentual nuclei complex and
tendencies shifting, unaccentual nuclei
reductive
Cons’ism Stable, clusters geminate Shifting,
clusters nongeminate
Tone Level Contour
Verse Quant. metre, *“falling” lines, initia| Accentual metre, “rising” lines|
rhyme (alliteration) end-rhyme
Music Modality, unison/monody Harmony, polyphony
Examples Proto-Indo-European Modern Indo-European
Munda (India) (excluding India)
Tibeto-Burman Mon-Khmer (mainland SE Asia)
Sinetic (Chinese)

Table 3.1. Polarity of pansystemic structure arift, delative to rhythm (Donegan & Stampe 1896

The falling and rising types are extremes on altgioal continuum with particular
languages being closer to one end or the other.nVeinalysing English and Polish, one
can notice the following differences.

3.3.1. English (Valimaa-Blum 1999: 302)

English linguistic system is of a mixed type:

% The table is based on the material from the Warsin Typology and Naturalness, SLE 24, Klagenfustria,
September 5, 1996.
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Content words carry at least one stressed syllgblethe primary stress placement
Is not fixed.

Function words tend to undergo reduction, unlesyg tre stressed for emphasis.
The global intonation is falling, characterized thgclination and final lowering,
although interrogatives and incomplete utterancas end with a non-fall.
Wh-questions are formed by morphology and syntaxckwinmakes rising intonation
optional. Y/N gquestions do not contain a questiamndyso they carry the rise or the
fall-rise. In declarative questions, whose conefituorder is like in statements, the
rise is obligatory.

An intonational phrase (IP) can comprise a numibgritoh accents, each including
either high (H*) or low (L*) tones, phrase accergach as Hif the pitch accents
are rising (e.g. L*+ H), or L if they are falling (H*+ L), and boundary tones (H%
or L%). An IP can also contain one or more interiaed phrases. These make
English intonation considerably variegated.

English intonation serves as means of expressiagirtformation structure and
attitude, as well as conveying those elements aingnatical information which are
not signaled by synatx.

Syntax is analytic, word order is inflexible, adjees precede the head noun.
Morphology is prefixing and suffixing.

Because of these typological features English @ssse a rich variety of

intonational shapes, however, they are constraeethe height df is not linguistic.

3.3.2. Polish

Polish is closer to the rising type of Donegan Staimpe:

1.

Content words normally carry one stressed sylladlkhough in longer ones there
can be secondary stress. Stress placement is fixed.

2. Function words are usually not reduced, althoughdan occur in casual speech.
3.

The canonical intonation is falling, with declirati and final lowering. Questions
and unfinished utterances can end with a riselevel tone.

Polish Y/N questions can have word ordering likstatements and can include the
guestion wordczy In czyquestions the rise is optional (to avoid doublekimay)
but whenczy is not used, the question has a rise. Still, doubhrking ofczy
guestions is not infrequent — accompanying risimgnation indicates emphasis,
involvement or politeness (rising intonation in iBblis perceived as polite).

An IP, like in English, can include a number ofcpitaccents, either high (H*) or
low (L*) tones, phrase accents, such asifHhe pitch accents are rising (e.g. L*+
H7), or L if they are falling (H*+ L), and boundary tones (H% or L%). An IP can
also contain one or more intermediate phrases.
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6. The main function of intonation is to express thi®imation structure and attitude,
as well as, though to a lesser degree, grammadizdions.

7. Syntax is synthetic and word order is relativelgefr adjectives can go before or
after the head noun, which may influence the mepafrthe noun phrase. There are
7 grammatical cases and no articles but demonstgatian mark definiteness.

8. Morphology is much richer than in English: prefigirsuffixing and infixing.

These typological features cause Polish inventbiptonational shapes less varied
than in English, moreover there exists a noticepbééerence for falling and level tones,
since a lot of meaning, which in English is expeesdy intonation, is carried by other
means, e.g. rich morphology, aspect or free camstit order. They influence the
information structure, so that new information afetus can be marked by moving
a particular element to the beginning or end dcdratence, additionally to accentuation.

The following table summarizing the differenceswetn English and Polish
reveals that typologicalfy the two languages are close.

English Polish

Phrases | Tendency for accent final (close fdrendency for accent final (close fo
“rising” type) “rising” type)

Order Head-first (pre- and post-modifiers buHead-dependent or dependent-head
complements always follow the head)prder (with change in meaning) / right
right branching / VO branching / VO

Words Accent relative to end of word, but nptAccent relative to end of word, fixed
fixed (1% 2" or 3¢ syllable from end) | (2" or, rarely, &' syllable from end)

Affixation | Suffixal , prefixal Suffixal, prefixal, infixal

Grammar | “Analytic”  (rather  non-inflecting,| “Synthetic” (inflecting, rather free
rather rigid word order) word order), 7 cases

Timing Isoaccentual (“stress-timed”),Mixed  (with elements of “stresg-

=3

reduction of unstressed function wordggjming”), occasional reduction @
feet are quantity-sensitive to the rimeunstressed function words

extrametrical syllable on the right
Syllables | Accent-dependent  canon, C-VXAccent-dependent  canon, C-VX

internal structure, extrametricality internal structure
Vocalism | Accentual nuclei complex and shifting Accentual nuclei complex and shifting,
unaccentual nuclei reductive occasionally  unaccentual nuclei
reductive
Cons’ism | Clusters nongeminate Clusters can geminate
Tone Contour: 13 tones (with tritonal Contour: 6 tones
accents)

Table 3.2. The typology of English and Polish

3" From the structural point of view, Polish belongsynthetic languages, rich in inflections, whileglish, utilizing
relatively few affixes, is close to analytic langea.
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3.4. The model of the acquisition of intonation

The proposed model of the acquisition of intonattnives to follow the advice given by
Ellis (1994) who stated that a model of L2 acqgigsitmust concentrate on three items:
explanation of the relationship between L2 inpud &nowledge, the representation of L2
knowledge and finally, the relationship betweenkin®wledge and output. It also attempts
to incorporate theories of intonational phonologyarder to provide a comprehensive
model of the acquisition of intonational phonologye findings of the research into L1
and L2 acquisition within the naturalistic framewagirovide background for the model.
Most studies into the acquisition of intonation centrate on the influence of the native
language. The present model concentrates mainiyh@rnnteraction between typological
preferences and universal processes in the cotireasiering L2 intonation, therefore the
resulting processes will be accounted for firstlofeing Dziubalska-Kotaczyk’s (1990a)
framework. The description is accompanied by theoant of the extralinguistic
component including socio- and psycholinguistictdeg, as well as metacompetence,
which belongs to the cognitive part of pronunciatacquisition relevant to adult learners
(cf. Wrembel 2005).

3.4.1. Processes in the acquisition of intonation

As it was noted in section 3.1., Natural Phonolesgyes as the basis for the proposed
model. The natural framework postulates that dutimgacquisition of L1 processes occur
to help the child to deal with articulatory and qeptual difficulties. The child discovers
them unconsciously, without any cognitive processin

Prosody is the first aspect of the mother tonguketdearned, and possibly the last
to be lost in language attrition — its acquisitfmobably starts already during the prenatal
period, as the embryo begins to hear around the riibnth of development and responds
to the mother’s voice with body movements. At ttigge it is clearly the perception of L1
tone system that is acquired. The production ofnghmy pitch patterns begins to be
observable from the sixteenth week of the babyé&s lie. earlier than the babbling stage
(starting approximately at the 5-6 month of aga)jrduwhich a series of consonant-vowel
syllables are pronounced. Around the twelfth mawittage or later stress and intonation
patterns are imposed on babbling which begins tma&dike L1. The universal preference
to apply simple tones is constrained by the compaiivie needs of the child: varying pitch
patterns help the baby to attract adults’ attentésrd encourage interaction. Adults
instinctively respond to babbling with a speciaikiof talk, i.e. child-directed speech, the
characteristic feature of which are adjustmentgrionunciation necessary to tune their
speech to the perceptive abilities of the child.@Asesult, adults produce utterances with
higher-range, exaggerated and varied (‘sing-somgdnation (c.f. Foley & Thompson
2003). By the age of three the universal basicgarew in complexity as required by the
grammatical, attitudinal and discourse functionghaf L1. Consequently, the intonational
system of the child becomes adult-like (cf. Zhar&a®002).
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The processes that operate during the acquisifikvi eantonation involve, as in the
case of segments and phonostylistics, suppreskioitation and reordering. The child
needs to suppress the natural tendency of pitcle¢bne towards the end of an utterance
as a consequence of decreasing air pressure, agn \earning to apply the rise in
questions. Limitation involves constraining pro@sssn certain contexts only, e.g. the
child needs to learn to restrict the rise to yegfnestions but novh-interrogatives. If the
ambient language lacks additional grammatical nrarke.g. has a poor inflectional
system, the two basic patterns (the fall and the) re combined into more complex tones
to convey the meanings which morphology and/or ayrfail to express: the fewer
grammatical markers, the richer tone inventory. phecesses are subsequently reordered
until the system approximates that of the adult.

The L2 learners, on the other hand, already poskegshonological system of their
native language consisting of a limited set of peses, underlying representations and
rules. Their access to universal process typdsuss limited, so in order to utilize them in
L2 acquisition, they need to consciously unsuppriasst and re-order certain processes
(see Figure 3.2., based on Dziubalska-Kotaczyk a9®rembel 2005).

UNIVERSAT PROCESSES
{archetypal tones: fall and non-
fally

TYPOLOGICAL
PREFERENCES

Biseovery of
phonological processes;

| regaining access to
universal procgsses

LI-SPECIFIC

TONE
INTENTIONS L BCRANE snderyiig
! fore interiions

L2-SPECTFIC TONE INTENTIONS

L2 STURFACE TONE REALISATIONS

FPerception af L2 tone
N ortprits

v
PERCEPTION

v

PRODUCTION

Learning

prechanice

ACQUISITION OF
L2 INTOMATION

Figure 3.2. A model of the acquisition of L2 inttioa (based on Dziubalska-Kotaczyk 1990a, WremBéi5)
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Perception and production constitute the learnighmanism. The L2 learners are
equipped with the residue of universal processeasstcained in the process of L1
acquisition which, at initial stages of L2 acquasit, prevents them from perceiving L2
intonational patterns and, consequently, they gubssta difficult representation with a L1
pattern. Therefore, first they need to enhancer therceptual abilities of L2 surface
realisations (L2 tonal outputs). For instance,rleas whose mother tongue is a language
with poorer tonal inventory than the L2 (like Pblis may not perceive the compléx
fluctuations in tritonal patterns (e.g. Englisherigll-rise, L+H* L H%) and classify them
as a simple rise or a fall-rise. Only then will fearners be able to decode the L2-specific
tonal intentions, reactivate universal processeésaaquire L2-specific preferences.

According to the tenets of Natural Phonology, ity éanguage preferences are in
conflict, yet those which are the most natural, gittively simple, easily accessible,
elementary and universally preferred, i.e. derigaipbm human nature” (Dressler 1999)
win. Each language differently resolves the cotdliceither by choosing universal or
typological preferences. In the case of intonatahjch constitutes an integral part of
a larger system, both universal and typologicalcesses operate, yet typological
preferences seem to be more influential. This issed by the fact that when the learner’s
phonological system is confronted with the L2 systéhe L1 processes are automatically
and unconsciously employed. Thus in interlanguttgel 1 (e.g. the preference for simple
tones in Polish) and L2 preferences (e.g. the prate for more complex tones in English)
are in conflict resolved mainly by typological alwtal, language-specific preferences, in
addition to universal ones.

As the study described in the following chapter eads, despite the strong
preference for L1 patterns, universal processes (jthiversal preference of falling tones
and narrower pitch span) do operate during theiaitigumn of intonation, especially at the
initial stages. The explanation for this phenomenomes from the gestural law which
holds that speakers favour those combinations wihichot involve extensive movements
of the articulator®, here the vibrations of the vocal folds (e.g. 3an4986 for CV
sequences; Ohala 1984, 1990; Gussenhoven — Chéy Gd8senhoven 2001, 2002a for
the biological codes). Here, the ‘more natural’icee mean employing simple tones, that
Is an unmarked fall and a less marked rise. Theeroomplex, i.e. more marked, tones will
appear at the next stages of the process of atiquist if they appear at all. Although
phonetic principles solely are not enough to actdon the preference or acquisition
processes, which is evident in, for instance, ‘ofegical’ segmental inventories of
Caucasian languages, they can be seen as lawsemerging the principles of Natural
Phonology.

38 Cf. The principle of least effort.

85



3.4.2. Metacompetence

The learner’s success in L2 phonological acquisijtar its lack, is not only determined by
socio- and psycholinguistic factors, such as aggu@des, motivation, etc. (see chapter 2),
but also by their metalinguistic awareness (for extensive study into the role of

metacompetence in phonological acquisition see Wet¢2005).

Wrembel (2005:169-171) advocated that metacompetesgrves the learner as
a facilitating device. The construct is multilevebnsisting of three components:

1. metalinguistic consciousness which includes languayvareness, intentions,
knowledge;

2. explicit formal instruction providing theoreticalatkground and ensuring self-
monitoring and reflective feedback;

3. L1 competence which helps to counteract L1 interfee.

Metacompetence assists the phonological input toorbe conscious intake by
enhancing perceptive skills. Raising the learnemwiareness of L2 phonological
characteristics helps them to decipher underlymgnd and tonal intentions, form suitable
L2 realisations and eventually reactivate latenvensal processes. Moreover, theoretical
knowledge allows the learners to control their picicbn so that they can self-monitor and
self-correct their performance.

Metacompetence is especially important in the etiomn of intonation. On the basis of
Dziubalska-Kotaczyk’s (1990a, 1990b) studies, despidearth of studies into the mastery
of this element of phonology in natural- and forfeetting learners, it can be assumed that
only those whose attention was drawn to prosody &eguire, at least partially, L2
intonation. As Kenworthy (1987) observed, peopledt¢o react to the melody of the
unknown language before they learn to distingumsiividual sounds. They often judge the
foreign speech to be ‘melodic’ and their nativeglaage to be ‘flat’. This indicates that
intonation operates at the unconscious level, had it can be ‘overlooked’ in L2 learning.
Therefore raising the learner's awareness as vgelloemal training in perception and
articulation of intonation seem to be a necessamponent of successful phonological
acquisition. This issue, however, requires morestigation.

3.4.3. Extralinguistic factors in the acquisition @ intonation

The socio- and psycholinguistic factors are consden important element of any model
of phonological acquisition, since language funtdian society (cf. Halliday 1973) and its
speakers differ in their psychological and emotidieatures. This area has been widely
researched and a number of learner variables hage bnumerated. For instance, Ellis
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(1991) groups these influences into two categooiepersonal factors (including group
dynamics, attitudes to the teacher and course rasteand individual learning techniques)
and general ones (age, intelligence, languageudptitognitive style, attitudes, motivation
and personality). Leather and James (1996) refandturational (age and the stage of
cognitive development), individual (motivation, penality variables, sex, oral and
auditory capacities) and social constraints (scateptance and social distance). These
factors have been incorporated into several manfe®lLA, e.g. Ellis’s (1991) Variability
Competence Model, or Gardner’s (1985) Socio-EdanatiModel.

Gardner’s model is particularly interesting, siniceoncerns also formal language
training. Despite the lack of extensive researdo ithe acquisition of intonation in
naturalistic settings, one may hypothesise thahébrinstruction plays a crucial role there
for the reasons mentioned above in the discussiomaiacompetence and awareness
rising. The model postulates an interrelation betwtour elements of L2 learning which
affect acquisition, namely the socio-cultural milieindividual learner differences, L2
acquisition contexts and linguistic outcomes. Thest felement, the social milieu,
encompasses the learner’s beliefs about the sdaogdage community and the second
language itself. The beliefs directly influence tbarner’'s motivation which, together with
aptitude and intelligence belongs to the secontuenting factor, individual learner
differences. The learner’s motivation can be eittlemstrumental orientation when s/he
learns the target language for practical purposesf integrative one when the learner
wishes to become part of the L2 society. The le&maotivation can change in the course
of acquisition and so can his/her attitude. Ap#tudnd intelligence, however, are
invariable, yet affect acquisition in two typesle&rning contexts, that is formal language
training and informal language experience, whictimdtely results in second language
competence.

Summing up, the present model adopts those faatioich are believed to have the
greatest influence on the acquisition of L2 pronaten in general. Individual learner
differences and sociolinguistic factors are basedhe components of Gardner’'s Socio-
Educational Model, the former including aptitudeteiligence and age, while the latter
involves the learner’s beliefs and attitudes towdte target language community, as well
as their motivation. In the acquisition of L2 in&dion, however, motor skills and the
learner’s auditory abilities which allow them torpeive and mimic L2 intonational
patterns cannot be disregarded (Figure 3.3.).
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CHAPTER 4: Acquisition of English prosody — the emjrical study

4.1. The empirical study

The aim of the research presented in this chapter analyse and assess the performance
of Polish learners of English as the second langu@ibe subsequent subsections present
the analytic procedures which were chosen as melsible for the description and
evaluation of the collected utterances, and theltsesf their analysis.

4.1.1. Methods of analysis

For the analysis of prosodic phenomena one cansehooe of the following analytic
techniques: using thig contour as a ‘narrow phonetic transcription’ falked by drawing
stylised contours (Beckman 1995) or a combined tandacoustic technique (Grabe
1998). The former can prove useful when the phamo#dly distinct categories of the
language being analysed are already known to théystn This approach has not been
adopted here for several reasons. Firdglyannot be seen as solely acoustic correlate of
pitch; length and intensity are important for theliéory perception of intonation as well.
Secondly, there exist certain microprosodic vasiaicaused by segmental structure, e.g.
by voiceless obstruents. Finally, transcriptionuiegs discrete phonetic categories (such as
pitch accents), which are hard to be provided gdisl the variablefy. In sum, one can
claim that the analysis of intonation should inéutbt only the picture of thig trace, but
also of intensity, amplitude and spectrum.

The latter approach, which seems better suitedriatysing speech data, constitutes
a compromise between the acoustic and auditorynigels, which agrees with Crystal’s
(1969: 14) view: the analyst should begin the s&sialywith an auditory method
supplementing their judgements wighracks.

4.1.2. Speech material

The aim of the study presented in this dissertati@s to discover the influence of

universal and language-specific, determined bydagg typology, phonological processes

on the course of acquisition of English intonaticsystem. In order to collect speech data

suitable for the analysis, both the materials ameirtpossible interpretations must be

constrained. The same context should elicit a échihumber of intonational patterns,

which will help to judge whether the appropriate a$ a given contour has been acquired
89



or not. The experimental materials were in Engleid included a dialogue to be
memorised and later acted out by the subjects &8®BiGiweather forecast to be read aloud
(see Appendix A). The dialogue was to ensure a -spomtaneous, conversational
speaking style, which was considered as likelitoteypically British intonation patterns
and livelier, more emotional speech. The weathexdast text provided a different context,
more likely to produce a standardised speech sgdanany as 1149 intonational phrases
were collected, 579 per group A and 570 per group B

4.1.3. Elicitation

The subjects were recorded in a phonetics labgrabthe Teachers Training College in
Nowy Sicz. The recordings were made with the use of dooole an MT 382 microphone
and the GoldWave program, and saved as .waw lde=, analysed biPRAAT(Boersma —
Weenink 2002). Group A was recorded at the begmointhe academic year before they
began their formal education in English phonetidsile group B performed during the last
month of the second year of their education in @alege when they were already
finishing their course in phonetics.

4.1.4. Subjects

There were two groups involved in the experimemtug A consisted of 15 first year
students and group B included 15 second year stsideh English philology. The
assumption behind such a choice was that adulhdesir pronunciation can benefit from
formal instruction and intensive practice, therefmomparison between instructed and
non-instructed groups can give some insight into glhocess of acquisition. The average
age of group A was 20.5, the average age of growpaB 21. The average age of first
exposure to English in group A was 10.4 and of grBul0.7. In group A 1 student spent
a year in England, in group B 3 people lived in Bngd for a short period of time (4 times
for 1 month, 3 months, 1 year). The groups didawtsist of the same people, as after 4
semesters most™lyear subjects dropped out after their first exarss®n. This is the
reason why in all the statistical calculations greups were treated as the independent
variables. Since intonation of the second langus@&quired late in the learning process,
only advanced learners were believed to be suifabléne study.

All students came from southern Poland and speatdatd Polish. Although there
is little information about differences betweeromation systems in Polish dialects, yet the
relatively small region from which the subjects eafrom ensures fairly similar variety of
Polish they use. Although the materials were desidior the FCE level, for two speakers
from group A the texts appeared noticeably difficéibr which reason some utterances
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were unintelligible and had to be excluded. For panson, the same texts were performed
by two British speakers, claiming to speak Estuamnglish.

4.1.5. Categorising and labelling of tones

Individual tones obtained from the recordings weaieegorised on the acoustic (with the
help of PRAAT) and perceptual basis. Modern intonational modelsid distinguishing
between “low fall” or “high fall” tones, yet for thpresent analysis such differentiation
seems relevant, as the subjects’ production ofalieg tones differed significantly in the
two groups. The intonational contours of the nastrincted group A were detectably flatter
than the melody produced by group B, for which Engategories “H*LL% (fall)” and
“L*HH% (rise)” could not account. Therefore, thelltwing tones were distinguished:
L*LL% (low fall) and L*LH% (low rise) for a “small’decrease in pitch (cf. Ladd 1996),
in contrast to H*LL% (fall) and L*HH% (rise) for twes traditionally called “high fall” and
“high rise” respectively. Moreover, L*L0% (levelpf contours with a “flat” change in
pitch was used. The decision to which categoryvargifalling or rising tone should be
assigned was based not only on the shape ofythentour but also on the perceptual
judgements of three speakers: a native speakengligh, one of Polish and the author.
The reason behind this decision was tigand pitch are not linearly related and that, in
fact, intonation is a perceptual phenomenon, “mato listener's judgements as to
whether a sound is (...) ‘higher’ or ‘lower’ than @ner, and whether the voice is going
‘up’ or ‘down’” (Cruttenden 1986: 4).
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The labelling of utterances was based on the Tg8lkesn. The auditory impressions
of the intonational contours on the tone tier reedithe following labels:

Pitch accents Boundary tones
H*, L*, H*+L, L*+H H%, L%, 0%

The transcription of pitch accents includes twoemccompanied by an asterisk
(H* or L*) associated with the accented syllableal antrailing tone of the post-accentual
syllable. The label 0% is assigned to the leveéton

Although there exists no single inventory of tof@sEnglish or Polish (cf. chapter
1), for the present study 7 tones for Polish andligh were distinguished: fall (H*LL%),
low fall (L*LL%), level (L*L0%), rise (L*HH%), low rise (L*LH%), fall-rise (H*LH%)
and rise-fall (L+H*LL%). Since English and Polisheaypologically different languages,
their tonal inventories differ significantly. Thenaice of the above mentioned tones,
though, resulted from the analysis of the subjesp&€ech and is considered to reflect the
interlanguage inventory of intonational shapes.

Another step involved the decision which tones wooé assumed universal and
which language-specific. As it was explained inptka 3, universal intonational contours
are those produced naturally due to the physicditiab of the phonatory systems of
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language users. Thus the archetypal pitch movemenisde a rise preceding a fall,

parallel to exhaling the air from the lungs. Theversal interpretations of the fall is that of
completion and the non-fall — of continuation. Thechetypal contours (and their

combinations) are grammaticalized in a variety @ysv by various languages and are
assigned various linguistic interpretations, inahgdgrammatical, attitudinal, discourse
and sociolinguistic ones. In order to distinguisloge universal from language-specific
tones, Gussenhoven’s (2004) universal and linguisterpretations of the biological codes
were employed (cf. chapter 1, Figure 1.11).

Universal interpretations of the archetypal fadllude:

a) At the beginning of the IP — continued topic;

b) At the end of the IP — finality (Production Code);

c) Affective interpretation — less surprised, lesphd|

d) Informational interpretation — less urgent (EffGxde).
e) Linguistic interpretation — statement.

Universal interpretations of the archetypal risgude:

a) At the beginning of the IP — new topic;

b) At the end of the IP — continuation (Production €pd
c) Affective interpretation — more surprised, morepiial
d) Informational interpretation — more urgent (Eff@ade).
e) Linguistic interpretation — question.

The language-specific interpretations include tfargnatical, attitudinal, discourse
and sociolinguistic meanings, typical for EnglisdaPolish, described in the following
subchapters.

4.1.6. Presentation of data

Various means of presenting intonational contouasehbeen described in previous
chapters. It seems, however, that the most repisanand objective way of illustrating
acoustic evidence is the form &f while for the auditory data stylised contours ever
chosen. Additionally, an attempt was made to pmvitbre information about the syllables
carrying pitch accents by including the spectrunthef analysed utterances. Tigespectra
and intensity helped in establishing where pregipéch accents occurred. In the auditory
analysis the patterns produced in a given contgxthie subjects are presented fin
diagrams and then compared. The comparison is s&psaker”, i.e. it involves one
particular contour made by the speakers from the dwups in the same context, which
allows studying the alignment of the pattern whik segmental structure. Then the choice
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of intonational patterns for the same context iscdbed, especially for these contexts
which require different contours in English andi§tul

Gussenhoven (2002b, 2004) points to the importaricgeparating the linguistic
from the paralinguistic aspect of intonation. Threved difficult in practice, as in many
functions of intonation (e.g. attitudinal, discomirsr paralinguistic) the paralinguistic
aspect is an inherent element unable to be sedafeden the phonetic tier. Perhaps
phonology of intonation operates on a differeneldhan phonology of segments (cf. Fox
2000, Karphski 2006).

Another difficulty in the interpretation of the m@ded material concerned the
gradient character of intonation (Fox 2000). Howewespite this feature, intonation is
perceived categorically (Gussenhoven 2004). Apaninfpresenting the distribution of
individual tones (falling, rising, etc.), the auttemployed intonational categories based on
grammatical distinctions and some basic dialogueasdcf. Karpiski 2006).

4.2. The hypothesis

As mentioned in section 4.1.2., it is hypothesizbat the acquisition of English

intonational system is influenced by universal dadguage-specific, determined by
typology, phonological processes. It is assumetluhaversal archetypal tones include the
following tones, shaped by the tendency for a meeropitch range (cf. the biological

codes):

a) Low fall — a simple tone, requiring little energygnalling finality.
b) Low rise — a simple tone, requiring little energignalling incompleteness.

The following predictions are proposed:

1. Universals and L1 influences will predominate ie thon-instructed, less advanced
group A.
2. Universals and L1 influences will be overcome by ldarned L2 intonation.

Group A will produce significantly more simple lofalling and low rising tones
than group B, which will reveal the operation ofiuamsal processes at the early stage of
L2 intonation acquisition. L1 transfer, exemplifiday peak alignment, due to the
differences between English and Polish, will be enevident in the performance of group
A, caused by poorer perception abilities. Moreotsg, instructed, more advanced group B
will produce more native-like intonational contoumccurate both grammatically and
pragmatically.
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4.2.1. The influence of universal phonological prasses

In order to discover whether universal phonologipabcesses indeed operate in the
acquisition of English intonation individual tonegere extracted from the two texts

performed by the instructed and non-instructed gsod he results are presented in the
following charts. Figure 4.6 illustrates the sumiradividual tones used in both texts, the
dialogue and the monologue. Figures 4.7 and 4.&d#ye distribution of tones in each

text.

The non-instructed group A produced more rising@ors (116) than the instructed
group B (77), however, there occurred more fallioges in the performance of group B
(262 tones, summing up the fall and low fall ingpd, as opposed to group A’s 236 tones
in total). The level tone was more frequent in grédu(14), unlike the complex tones (fall-
rise and rise-fall).

Total distribution of tones
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low fall fall lowrise rise fall-rise level rise-fall

Figure 4.6 The number of tones occurring in boxtste
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Table 4.1 below presents the more detailed desezigtatistics for the occurrence
of particular tones in the production of the twat$eby the participants from both groups.
The following tables, table 4.2 and 4.3 illustréte distribution of the tones produced in
the dialogue and the monologue respectively. Ncetgis the number of intonational

Figure 4.8 The distribution of tones in the monoieg

phrases (IPs) per text, DIAL means “dialogue” an@MWindicates “monologue”.
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IPs: | TONE N (both| mean SD variance SE

579 texts)

o Fall (H*L L%) 254 0.439 0.496 0.247 0.0252
= Low fall (L*L L%) 105 0.181 0.385 0.138 0.0189
; Level (L*L 0%) 15 0.026 0.159 0.035 0.0095
< Rise (L*H H%) 106 0.183 0.387 0.15 0.00161
o Low rise (L*LH%) 71 0.123 0.328 0.108 0.0136
5 Fall-rise (H*L H%) 28 0.048 0.215 0.046 0.0089
O Rise-fall (L+H* L | O 0 0 0 0

L%)

IPs: | Fall (H*L L%) 331 0.581 0.493 0.243 0.0207
570

) Low fall (L*L L%) 41 0.072 0.258 0.067 0.0108
I Level (L*L 0%) 12 0.021 0.144 0.021 0.006
z Rise (L*H H%) 101 0.177 0.382 0.146 0.016
1) Low rise (L*LH%) 30 0.053 0.223 0.05 0.0094
S Fall-rise (H*L H%) 51 0.089 0.285 0.081 0.012
= Rise-fall (L+H* L |4 0.007 0.083 0.007 0.0035
O | Loy

Table 4.1 The occurrence of individual tones predusy non-instructed students (group A) and instédiones
(group B) in both texts

IPs: | TONE N (DIAL) | mean SD variance SE
341
. Fall (H*L L%) 161 0.472 0.499 0.249 0.027
= Low fall (L*L L%) 58 0.17 0.376 0.141 0.0203
; Level (L*L 0%) 3 0.009 0.093 0.009 0.0051
< Rise (L*H H%) 71 0.208 0.406 0.156 0.022
o Low rise (L*LH%) 30 0.088 0.283 0.08 0.0153
5 Fall-rise (H*L H%) 18 0.053 0.224 0.05 0.0121
o Rise-fall (L+H* L | O 0 0 0 0
L%)
IPs: | Fall (H*L L%) 216 0.617 0.486 0.236 0.026
350
10 Low fall (L*L L%) 29 0.083 0.276 0.076 0.0147
I Level (L*L 0%) 1 1 N/A 1 0.0535
pd Rise (L*H H%) 72 0.206 0.404 0.163 0.0216
1) Low rise (L*LH%) 11 0.031 0.174 0.03 0.0093
= Fall-rise (H*L H%) | 20 0.057 0.232 0.054 0.0124
g Risefall (L+H* L |1 1 N/A 1 0.0535
L%)

Table 4.2 The occurrence of individual tones predlioy non-instructed students (group A) and instédiones
(group B) in the dialogue
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Table 4.3 The occurrence of individual tones praduisy non-instructed students (group A) and instdiones

IPs: | TONE N (MON) | mean SD variance SE
238
0 Fall (H*L L%) 93 0.391 0.488 0.238 0.0316
I Low fall (L*L L%) 47 0.197 0.398 0.158 0.0258
z Level (L*L 0%) 12 0.05 0.219 0.048 0.0142
< Rise (L*H H%) 35 0.354 0.354 0.125 0.023
s Low rise (L*LH%) 41 0.172 0.378 0.143 0.0245
8 Fall-rise (H*L H%) 10 0.042 0.201 0.04 0.013
Rise-fall (L+H* L L%) 0 0 0 0 0
IPs: | Fall (H*L L%) 115 0.523 0.499 0.249 0.0337
220
I Low fall (L*L L%) 12 0.055 0.227 0.052 0.0153
pd Level (L*L 0%) 11 0.05 0.218 0.048 0.0147
oM » | Rise (L*H H%) 29 0.132 0.338 0.114 0.0228
S [ Low rise (L*LH%) 19 0.089 0.281 0.079 0.0189
8 Fall-rise (H*L H%) 31 0.141 0.348 0.121 0.0235
Rise-fall (L+H* L L%) 3 0.014 0.116 0.013 0.0078

(group B) in the monologue

To examine whether the means obtained in the tvewups differ significantly
a t-test for independent samples was applied, wiheraignificance level is p < .05 (table

4.4).

TONE t df-t p
Fall (H*L L%) -4.87 1146 0
Low fall (L*L L%) 5.63 1011 0
Level (L*L 0%) 0.56 1139 0.5764
Rise (L*H H%) 0.26 1146 0.7915
Low rise (L*LH%) 4.22 1019 0
Fall-rise (H*L H%b) -2.76 1058 0.0061
Rise-fall (L+H* L L%) -2.03 569 0.045

Table 4.4 T-test for independent samples (botlsjext

As transpires from table 4.4, for the falling tahe difference between 0.439 and
0.581 with standard deviations of 0.496 and 0.488cH on sample sizes of 579 and 570
IPs in group A and group B respectively, was sigaiit at the .05 level. For the low fall
the difference between 0.181 and 0.072 with stahdaviations of 0.385 and 0.258 based
on sample sizes of 579 and 570, respectively, assagnificant at the .05 level. For the
low rise the difference between 0.123 and 0.053 wttndard deviations of 0.328 and
0.223 was significant too, and so it was for tHerfae, with the difference between 0.048
and 0.089 with standard deviations of 0.215 an84).and the rise-fall, with the difference
between 0 and 0.007 with standard deviations @fdd0a083.
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However, for the level tone the difference betw#de®n means obtained by the two
groups (0.026 and 0.021 with standard deviation8.559 and 0.144) was not significant
at the 0.5 level, and neither it was for the risbere the difference ranged between 0.183
and 0.177 with standard deviations of 0.387 an82.3

The t-test revealed the following findings for tdelogue and the monologue
(tables 4.5 and 4.6). In the dialogue, the diffeeehetween the means for the fall, the low
fall and the low rise were significant at the .@vdl. In the case of the falling tone the
difference was calculated from the means of 0.4%2 @617 with standard deviations of
0.499 and 0.486 based on sample sizes of 341 a@dR35in group A and group B,
respectively. For the low fall the difference wadcalated from the means of 0.17 and
0.083 with standard deviations of 0.376 and 0.2vlgiJe for the low rise the means of
0.088 and 0.031 standard deviations of 0.283 amh@d40were taken into consideration.
Since there was only one occurrence of the ridarfaroup B, no t-test was possible. The
groups did not differ considerably in the usagéheffall-rise.

TONE t df-t D
Fall (H*L L%) -3.87 687 0.0001
Low fall (L*L L%) 3.47 623 0.0006
Level (L*L 0%) N/A

Rise (L*H H%) 0.06 688 0.9483
Low rise (L*LH%) 3.20 562 0.0016
Fall-rise (H*L H%) -0.23 688 0.8177
Rise-fall (L+H* L L%) N/A

Table 4.5 T-test for independent samples (dialogue)

In the monologue, there existed a statisticallynifigant difference between the
means of the fall, low fall, low rise and fall-rigeor the fall, difference between 0.391 and
0.523 with standard deviations of 0.488 and 0.488cH on sample sizes of 238 and 220
IPs in group A and group B, respectively, was digant at the .05 level. For the low fall
the t-value was based on the difference betweed7ahd 0.055 with standard deviations
of 0.398 and 0.277, for the low rise — on the ranfj®.172 and 0.086 with standard
deviations of 0.378 and 0.281, and for the fak-rson the difference between 0.042 and
0.141 with standard deviations of 0.201 and 0.34t difference between the rise, level
and rise-fall was not significant for p<.05.

TONE t df-t p

Fall (H*L L%) -2.86 451 0.0044
Low fall (L*L L%) 4.64 381 0

Level (L*L 0%) 0 453 1

Rise (L*H H%) 0.46 455 0.6428
Low rise (L*LH%) 2.75 436 0.0057
Fall-rise (H*L H%) -376 344 0.0003
Rise-fall (L+H* L L%) -1.86 218 0.0748

Table 4.6 T-test for independent samples (monolpgue
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Therefore, prediction 1 seems to be supported kyetidence collected in the
experiment. Group A did produce significantly maienple tones than group B. This
reveals that universal processes, rather than thoseo L1 influence, indeed predominate
at the earlier stages of intonational acquisitibime more frequent occurrence of complex
tones later in the acquisition proves that the aded students have suppressed at least
some of the universal processes.

Generally speaking, for the more advanced grouphd dcquisition of English
intonation has not been completed, not even afteayear course. Of the complex tones,
the fall-rise was more frequent in group B, yetwvds the only complex tone the use of
which was statistically significant. The rise-fappeared sporadically, although this
phenomenon is ambiguous: either the tone has neteghthe subjects’ interlanguage yet
or they consciously decided that the context isappiropriate.

4.2.2. Perception

Perception is one of the crucial factors influegcatquisition. The perceptual abilities of
the subjects in both groups were assessed on #is bha recording consisting of 30
independent sentences (see Appendix F) read alpuahd of the native-English teachers
at PWSZ. The test included the following intonatpatterns: fall (7 tokens), rise (4), fall-
rise (13), rise-fall (5) and level (1). The taskswaofold, to recognise the word carrying
the nuclear pitch accent and to indicate with apsifrad symbol the intonational contour
of each sentence. Table 4.7 presents the restile oést.

tone N Group A Group B t
% mean SD % mean
H*LL% 70 100% - - 100% | -
L*HH% 40 100% - - 100% | - - -
H*LH% 130 83% 8.31 1.32] 92% 9.15 1.34 -5.09
L+H*LL% 50 60% 6 3.16| 88% 8.8 1.64 -5.56
L*L0% 10 100% - - 100% | - - -

Table 4.7 Perception test

In group A, the falling, the rising and level patie were correctly recognised by all
subjects. Of the complex tones, the fall-rise wasrectly recognised in 83 % of its
occurrences and the rise-fall in 60%.

In group B, the level, falling and rising contowrere correctly recognised by all
students, while the fall-rise was indicated in 9@f6ntended contexts and the rise-fall in
88%. The difference between the groups, thoughnsde be on the verge of statistical
significance, so any conclusions concerning therceptual abilities should be drawn
cautiously.
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Therefore, Pearson correlation was performed irerotd measure the strength of
the relationship between the groups’ perception tesults (the two complex tones as
a whole). The test revealed a strong positive Giom at .05 level: r = 0.974, which
means that the perceptual skills of the subjecis fihe two groups are rather similar.

Both groups experienced greater difficulties wile tomplex tones, though group
B performed significantly better than group A. Wieainteresting, the fall-rising contour
was always categorised as the rise and the risegathe fall. Recognition of complex
tones was especially problematic when the word bichvthe nuclear pitch accent was
falling was two- or more syllables longer, as tlatgrn extends then over the unaccented
syllables following the pitch accent, which makée tcomplex tone more difficult to
perceive.

4.2.3. The influence of the L1: peak alignment

The overall shape of intonational contours in Polisughly resembles the English ones.
Therefore, the influence of L1 intonational systeam be most vividly observed in peak
alignment. In Englist, the peak is reached within the stressed sylldbleards its right
edge (cf. Grabe 1998). In Polish the peak is latatalier within the syllable.

In order to provide the means of comparison ofsthigiect’s performance, 20
Polish utterances were examined (Appendix G, 2 kemative speakers of Polish). The
spectrum, pitch and intensity were extracted with ise oPRAATIN order to specify the
vowel of the nuclear syllable. The peak was indidadby the highest value of tletrack
and intensity (which was especially helpful wheaffwas too flat to distinguish its peak),
the formants in the spectrum, and the strongesati@am in air pressure depicted by the
amplitude. The difference in peak timing was catedl with the use of the following
formula Pt — peak timingfomax— timing of the greate$§ value, t; — timing of thefy value
at the beginning of the accented vowel).

Pt = tiomax— toi

The calculated values for the Polish utterancesewas follows (Table 4.8).
A tentative conclusion is that the timing of pedigrament is later if the vowel is preceded
by a liquid or nasal sound, and earlier after @ei@iss consonant.

39 Cf. Wichmann'’s (2000: 44) study of peak alignmiendiscourse: “the peaks on the first accentedbidl of a new
topic were consistently later than those at thermégg of a sentence which did not begin a newddoreover,
“under some contextual conditions the pitch peakarzur outside the accented syllable” (2000: 46).
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UTTERANCE PEAK TIMING MEAN SD
1. Sprawd za ksizkami. 0.023 0.03315 0.011089
2. Co chcesz z nimi zrot? | 0.034
3. Wyrzue te bluzke. 0.021
4. Te spodniesbrazowe. 0.021
5. Fonologia. 0.041
6. Fonologia? 0.033
7. Wejdz na goe. 0.043
8. Zejdr na ziemg. 0.023
9. Méwit wyraznie. 0.027
10. Mowit | mowit... 0.046
11. Idziesz do domu? 0.042
12. To jest czerwone. 0.047
13. Co to jest? 0.052
14. To jest ta karka? 0.028
15. Szerokiej drogi. 0.023
16. Dzier dobry (fall). 0.049
17. Dzier dobry (rise). 0.025
18. Tak mi przykro. 0.019
19. Naprawd zaluje. 0.023
20. Mazesz mi poméc? 0.043

Table 4.8 The timing of peak alignment in Polistergnces

To examine whether peak alignment was acquirechbystibjects, a sample of 20
IPs was chosen from the two texts ( examples iniregy4.9 and 4.10). Not only was the
performance of the two groups compared against edobr, but also against the IPs
produced by a native speaker (Figure 4.11). Issumed that context did not influence the
differences in peak alignment, since the tokengweoduced in similar situations.
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subject
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Figure 4.11 Visual representation of a native speakIP “Green one” where the nuclear syllabl&gigen”

The mean distance of the peak from the beginninth@fvowel for each student is
presented in Figures 4.9 and 4.10. The last baadh figure depicts the mean of the native
speaker. The comparison of the means of both grdbpsnative speaker and the Polish
utterances, is presented in Figures 4.12, 4.131dt
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peak alignment - group A

0,1 mSl
0,09 mS2
0,08 —— oS3
0,07 | |[OS4
0,06 | | |mS5

0,05 |
0,04 ' | (TSe
0,03 | | |mS7
0,02 | 0S8
0,01 - |mS9
0 mS10
MEAN aNs

Figure 4.12 The mean distance of the peak fronbéggnning of the vowel in the nuclear syllable mwp A
(S — student, NS — native speaker)

peak alignment - group B

0,1 mS1
0,09 mS2
0,08 — |O0S3
0,07 | |OS4
0,06 | | |mS5
0,05 — S6
0,04 | |8
0,03 | | |mS7
0,02 | |OS8
0,01 — |mS9

0 m S10
MEAN o NS

Figure 4.13 The mean distance of the peak fronbé&ggnning of the vowel in the nuclear syllablegmoup
B (S — student, NS — native speaker)
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Figure 4.14 The comparison of mean peak timing@ug A, group B, native speaker and Polish

To test the hypothesis that L1 peak alignment Ww# more evident in the
performance of group A, a t-test for independembgas was run to compare the mean
distance of the peak from the beginning of the \owke mean for the whole group A is
0.036367, while for group B: 0.045175. The overakkans of groups A and B were
subsequently compared with the mean of the nagiealser: 0.0876 and Polish (Table 4.9).

Mean SD t df-t p
Group A | 0.036367 0.023854 -3.79 396 0.0002
Group B | 0.045175 0.022579
Group A | 0.036367 0.023854 -5.78 35 0
NS 0.0876 0.031692
Group B | 0.045175 0.022579 -4.88 34 0
NS 0.0876 0.031692
Group A | 0.036367 0.023854 0.55 26 0.5879
Polish 0.03315 0.011089
Group B | 0.045175 0.022579 2.14 27 0.0403
Polish 0.03315 0.011089

Table 4.9 T-test for independent samples showiaglifierence in the performance between the mefjpsak timing
of group A, group B, the native speaker and L1

The t-test revealed that the performance of groupnd group B varied from the
performance of the native speaker, but it alsced#fi between the subjects. Although the
timing of the native speaker was significantly tatean the timing of each student, group
B’s subjects reached the peak significantly lakemtgroup A’s subjects. In comparison
with their L1, in group A’s performance the difface between Polish peak timing and
their interlanguage timing was not significant (0:55). However, the difference between
group B’s interlanguage peak timing and L1 timingswsignificant at the .05 level (t =
2.14).
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It can be claimed, though tentatively, that paraabuisition of target-like peak
alignment indeed took place and that group B stisdeould develop a “merged”
intonational system. This success may be attribtiiethe previous acquisition of other
sublevels of L2 phonological competence, such ageltength and rhythm, rather than to
the postponement of the peak. Thus the predictlmat L1 transfer will be less detectable
in group B’s pronunciation, is supported. Yet tlegfprmance of group B did not reach the
L2-like peak timing, which contributes to the peveel foreign accent in the speech of the
subjects. However, more detailed research is reduim order to investigate the factors
which may contribute to the difference, for instanthe length of the vowel carrying a
pitch accent, the influence of the consonants pliagethe vowel and the influence of
discourse structure on peak alignment, e.g. thenbew or end of a topic (cf. Wichmann
2000).

4.2.4. The influence of the L1: tonal meanings

The main function of intonation is to convey afties of the speaker, mark
discourse movements (discourse functions were nalysed in the present study) and
indicate the grammatical properties of an utterafi¢es section presents the analysis of
the most transparent instances of L1 influenceéhemptagmatic and grammatical aspects of
the learners’ system. The description of intonatiomeanings for Polish is based on
Steffen-Batogowa 1996; Grabe — Kagki 2003; Karpiski 2006, and the author’'s
judgement, and for English — on Crystal 1969; BraQi’5, 1978, 1997; Cruttenden 1984;
Wichmann 2000 and Wells 2006.

The following tables (Tables 4.10, 4.11) preseset differences in the distribution
of tones in major sentence types and in chosenseralized expressions.

(DIAL) Group A Group B t df-t
N Mean SD N Mean SD

Fall (H*L L%) 1 1 - 6 | 02 0.4
2 |Lowfall (L*LL%) |0 0 0 0 |o0 0
S [Level (L*L 0%) 0 |o 0 0 | 0 0 - -
§ Rise (L*H H%) 23 | 0.767| 0.423] 22| 0.733 0.44p 0.30 57
O | Lowrise (L*LH%) |3 0.1 0.3 0] o 0 1.826 | 29
Z | Fall-rise (H*L 3 0.1 0.3 2 0.067| 0.249 0.46 56
> | Hw)

Rise-fall (L+H*L 0 0 0 0 |o 0

L%)

Fall (H*L L%) 22 | 0.379| 0.485] 46| 0.767Y 0.42B -4.64 11p
» |Lowfall(L*LL%) |11 [0.19 | 0.392] 3 | 0.05] 0.21§ 239 88
§ | Level (L*L 0%) 0 0 0 0 0 0 - -
% | Rise (L*H H%) 11 | 0.19 | 0.392| 5 0.083 0.276 1.70 10p
% Low rise (L*LH%) |11 | 0.19 | 0.392] 2 0.033 0.18] 2.78 79
& | Fall-rise (H*L 3 0.052| 0.221| 3 | 0.05| 0.218 0.05 115
= | H%)

Rise-fall (L+H*L 0 0 0 1 1

L%)
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Fall (H*L L%) 0 0 0 0o 0 - -
< | Low fall (L*L L%) 0 0 0 0 0 0 - -
S [ Level (L*L 0%) 0 0 0 0 |0 0 - -
© | Rise (L*H H%) 14 | 0933 0.249] 11] 0.7383 0.44p 153 22
& [Lowrise (L"LH%) |0 | O 0 0 |0 0 - -
2 | Fall-rise (H*L 1 1 - 4 | 0.267| 0.442] - -
D | H%)
Rise-fall (L+H*L 0 0 0 0 0 0 - -
L%)
Fall (H*L L%) 5 0.333] 0.471] 11] 0.733 0.44p -2.40 27
Low fall (L*L L%) 0 0 0 0 0 0 - -
& [ Level (L*L 0%) 0 0 0 0 | O 0 - -
c | Rise (L*H H%) 9 0.6 049 | 4 | 0267 0.447 1.95 27
b Low rise (L*LH%) | 1 1 - 0 0 0 - -
8 | Fall-rise (H*L 0 0 0 0 0 0 - -
O | Hw)
Rise-fall (L+H*L 0 0 0 0 |o 0 - -
L%)
Fall (H*L L%) 108 | 0.725] 0.447] 13p 0.88p 0.318 -3.58 267
Low fall (L*L L%) |37 | 0.248| 0.432] 9 | 0.06] 0.238 4.65 230
B | Level (L*L 0%) 0 |o 0 0 |0 0 - -
£ [Rise (L*H H%) 0 |0 0 0 |0 0 - -
& | Lowrise (L*LH%) | O 0 0 0 0 0 - -
S | Fall-rise (H*L 4 10.027] 0.162] 8 | 0.054 0.225 -1.19 268
Q| H%)
Rise-fall (L+H*L 0 0 0 0 0 0 - -
L%)
Fall (H*L L%) 16 | 0.267] 0.442] 14] 0222 0.41F 058 11p
Low fall (L*L L%) |6 0.1 0.3 13| 0.206 0.409 -1.64 11/
Level (L*L 0%) 3 0.05 | 0.218] 0 | © 0 1.78 59
o | Rise (L*H H%) 13 | 0.217| 0.423] 27| 0.429 0.495 -2.47 11p
2 |Lowrise (L*LH%) [15 | 0.25 [ 0.433] 9 | 0.143 0.35] 151 1138
= [ Fall-rise (H*L 7 0.117] 0321 0| © 0 2.89 59
H%)
Rise-fall 0 0 0 0 0 0 - -
(L+H*LL%)
Fall (H*L L%) 9 0.6 049 | 7 | 0467 0499 0.74 27
Low fall (L*XLL%) |4 [ 0.267] 0.442] 2 | 0.133 0.34] 0.93 26
. Level (L*L 0%) 1 1 - 1 1 - - -
S | Rise (L*H H%) 1 1 - 2 | 0133] 034 - -
S [ Lowrise (L"LH%) [0 0 0 0 |0 0 - -
< | Fall-rise (H*L 0 0 0 3 0.2 0.4 -0.2 14
H%)
Rise-fall (L+H*L 0 0 0 0 |o 0 - -
L%)

Table 4.10 Differences in the distribution of to@snajor sentence types and a chosen semi-riechkxpression in
the dialogue
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(MON) Group A Group B t df-t

. N [ Mean | SD N | Mean SD
2 Fall (H*L L%) 8 |[0533] 0499 1| 1 - - -
£ Low fall (L*LL%) [3 [ 0.2 0.4 0] o 0 1.94 14
2 Level (L*L 0%) 1 1 0 0 0 - -
£ Rise (L*H H%) 0 |0 0 3 [ 02 0.4
' Low rise (L*LH%) [0 | O 0 0 [0 0 - -
© | Fall-rise (H*L 3 [02 0.4 10| 0.677] 0.471 -2.99 27
D H%)
5 [Risedfall(L+H*L [0 [0 0 1 [1

L%)

Fall (H*L L%) 5 [0.333] 0471] 9| 06 0.24] -1.95 20
3 Lowfall (L*LL%) [7 [0.467] 0.499] 1 [ 1 - - -
8 = [ Level (L°L 0%) 1 [1 - 0 [0 0
* 8 Rise (L*H H%) 0 [0 0 0 0 0
2 < | Lowrise (L*LH%) [0 [0 0 0 |0 0 - -
5 % Fall-rise (H*L 2 (0133034 | 0| O 0 1.51 14
= H%)
O  [Risefall (L+H*L |0 |0 0 1 |1

L%)

Table 4.11 Differences in the distribution of tome$wo semi-ritualized expressions in the monokgu

Table 4.10 demonstrates that only the differeratevéen the usage of the low rising
tone in yes/no (polar) questions (30 samples ingrd and 30 in group B) is significant at
the .05 level. However, this may be regarded asinagtance of universal processes
operating. What is striking is the usage of thd, falhich group B employed more
frequently.

English yes/no questions take the rise and so dishPequivalent constructions.
English speakers use the yes-no fall in specialtestsy, namely in guessing games,
repeated questions and insistent, businesslikeragiatives (Wells 2006). In Polish, the
intonation of polar questions is affected by thsintactic structure. Most frequently they
tend to carry rising intonation, however, when tieentain an initial question word “czy”,
the rise is optional and other tones can be emgloyke fall, fall-rise or level
(cf. Karpinski 2006). As it was mentioned in chapter 3, synsédready indicates the
guestion, therefore the rise can be replaced bietseemarked, more archetypical fall, with
no particular changes in meaning. Though it is haradlecide which factors precisely
caused the subjects to employ the fall, one maythngsise that these were the instances of
L1 influence. There were a few examples of theriakt in both groups’ performance. This
is probably an example of transferring Polish ew®features of intonation. Figures 4.15
and 4.16 present a yes/no question with a lowarmska fall.
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Figure 4.15 A yes/no question with a low rise, gnamced by group A male subject
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Figure 4.16 A yes/no question with a fall, pronoeshby group B female speaker

In both English and Polishyh-questions contain wh-word which is the indicator
of the sentence type; therefore the rising int@mapattern is not obligatory. The two

113



languages, though, differ in the use of the fal aise in these question types. In English
the fall is the most typical tone wwh-interrogatives. Other patterns can also appedr, ye
they affect the meaning of the question. The r@ends encouraging and may be used to
politely initiate a conversation or, rather thanmded information, to reassure the listener,
especially a child. However, when directed at anltadt may sound patronising. As for
Polish, recent research (Katpki 2006: 170) reveal that the most typical contsuthe
rise, although its occurrence in questions of tgige is less frequent than in yes/no
interrogatives. The falling tone is also used, ttouts usage does not seem to influence
the meaning of the sentence.

The production ofwvh-questions (58 samples in group A and 60 in groyipvBs
more diverse than in the case of yes/no interregstiThe usage of the falling, low falling
and low rising tones differed significantly at tt@5 level (the last two low-range tones
revealing universal preferences). Group B usedifsigntly more target-like falling tones.
Group A employed the rise more frequently than gr8y though the difference was not
significant.

The use of fall-rise in both groups did not differa great extent. The rise-fall was
employed onceAnd what colour are my TROUsers thghy a group B speaker, making
the question sound grumpy, which did not matchstligect’'s overall interpretation of the
dialogue. The speaker could have been misled bgttheture of the sentencenénat the
end) because of which it resembled a statementth&ngoossible explanation is the
transfer of the emotive load of the Polish risé-¢ahtour. It is doubtful, therefore, whether
the tone was used on purpose.
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what do ywou want to do with  them?

Figure 4.17 Awh-question with a fall (group B female speaker)
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Figure 4.18 Awh-question with a rise (group A female speaker)
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The analysed material contained one echo questibnifs per group) and one
guestion tag (15 IPs per group, see Figures 4.804a21). Polish marks echo questions
with a high rise, and English either with a highkerior a fall-rise. The groups differed
significantly in the use of the fall, where group dnployed more appropriate to the
context falling tones and group A revealed gredtérinfluence. This tendency is
confirmed by the author’s teaching experience: maaye advanced learners persist in
pronouncing all question tags with the final rilee genuine questions.

Question tags do not correspond directly to anysRohterrogative, although their
closest counterparts are the so-called “questiams cbnfirmation”, which include
a (declarative) question with the falling intonatioas in a statement, followed by
a questioning particle, such tak? nie? coorming a separate IP. Intonation of the
particle is of the rising type (Kaniski 2006: 169). On the contrary, English questeyst
also pronounced as separate IPs, invite confirmatiith the statement when they carry
the fall, or verification of the proposition in th&tatement when the tone is rising
(Cruttenden 1986). In the analysed dialogue ang@ltjuestion tag was more appropriate as
an ironic remark about the speaker’s inability éone coloursYou should really put your
glasses on, shouldn’t yoyR*L L%)]).
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Figure 4.20 An echo question followed by a declaeatgroup A male speaker)
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Figure 4.21 An echo question followed by a declaeatgroup B male speaker)

Declaratives in the dialogue form answers to qoasti Karphski’'s (2006) study
demonstrated that in Polish there exists a strenddncy to indicate positive answers with
falling intonation. English does not differ in thisspect. In Polish, apart from the fall, the
fall-rise is possible; it seems, however, to beduas a discourse-organiser in special
contexts, such as encouraging the interlocutootdicue. On the other hand, the fall-rise
in English can make a sentence more polite tooitbatso adds a special meaning to
a statement, namely reservations, contradictiomaoning (Cruttenden 1986: 109). Polish
negative answers carry a more varied inventoryntdnational patterns: falling, falling-
rising and rising-falling, and the rising melodys@l possesses discourse-organising
function (Karpfiski 2006). In English the fall-rise is implicatidr{@ells 2006) and allows
the speaker to contradict the interlocutor withgiting offence or to express his/her
reservations about what is being said. The rideifalEnglish statements adds extra
meaning to the utterance, often implying the opeasi the literal meaning.

In the analysed material the use of the fall andflall (cf. universal preferences) in
declaratives as pronounced by the subjects (14%lsanm group A and 149 in group B)
differed significantly at the .05 level. The difégrice between the use of the fall-rise by the
two groups was not significant, although the toneuored more often in the performance
of group B (8 instances) than in the speech of gray4 instances). However, instead of
conveying the expected L2 meanings, in the perfaomaf both groups the tone always
indicated non-finality (e.g. i€heck behind these BOOKIS*LH%] followed by Can you
see them)? This proves that the L2 meanings were not ygqtiased.
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Intonation of lists in English and Polish does ddfer considerably and can be
considered universal: rising tones indicate incatgiess (the items listed, except the last
item), while falling tones signal completeness (tinal item in the list). The two groups
differed significantly in the use of the rise artk tfall-rise: the latter was used more
frequently by group A to indicate non-finality ratithan L2 meanings.

The most evident language-specific differences wevealed by the intonation of
the apology. In Polish, the expression equivaletin so sorry i.e. Tak mi przykrotends
to be pronounced with the falling contour, althoutje rise and fall-rise, making the
apology more polite, are possible. In English @&eia apology carries the fall-rise. The fall
is considered aggressive and may be intended ¢d ah apology from the addressee;
therefore it was unacceptable in the context ofahalysed dialogue. Both groups used
predominantly falling and low falling tones, anc tifference between their performance
was not significant. The rise and fall-rise wereptagyied sporadically only by group B.
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Figure 4.22 A fall-rise in an apology (group B mapeaker)
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Figure 4.24 A fall in an apology (group A female=aker)

In the analysed material there appeared two typgseetingshello thereandgood
afternoon Their Polish equivalents usually carry the fajlintonational pattern (relatively
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lower than the English fall) or the more politeing one (e.g.cz&¢, dzier dobry).
Likewise, for most English greetings both the talld the rise are acceptable, the definite
fall being more formal and the encouraging riseermersonal. However, such greetings as
hello followed by a vocative are pronounced with a fallthe greeting word and a rise on
the vocative forming a separate IP. In Polishedrss that the vocative may take either the
fall or the rise.

The fall-rise in English greetings may give the regsion that the speaker is really
trying to establish contact with the other pergsberefore it is perceived as polite. The fall-
rise also indicates that the speaker intends tacatthe other person’s attention, or when
there is an element of surprise in meeting thergbleeson. The rise with low pre-nuclear
pitch accents is used when the speaker is answtragelephone. A high rise tends to
occur when the speaker wishes to re-establish coafter being kept on hold for a while
(e.g.hello[L*H H%], are you thereR

In the analysed monologue (weather forecast) gfouiged mostly the fall and the
low fall in HEIllo there One person pronounced the greeting with the lwred. The fall-
rise occurred in 3 instances. Group B used mosity fall-rise (obviously treating the
expression as a single IP) and the rise, yet ttierdhce was not significant. One person
employed the fall and one used the rise-fall, #ttet of which is not expected in English,
indicating the transfer of the Polish emotive fumctof the tone.

The expressiogood afternoornin both English and Polish can be pronounced with
both the fall and the rise in formal, polite siioas. As withhello, the rise helps to attract
attention and engages more directly with the adaesstherefore was more appropriate for
the context of the introduction to the weather ¢as#. The two groups used mostly the fall
and the low fall, where the low fall was more frequin the performance of group A,
though the difference was not significant.
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The analyses above illustrate general tendencigiseiracquisition of grammatical
functions of intonation. L2-like intonation pattsrvere used more frequently by group B
in questions. Moreover, significantly fewer questitags were interpreted as genuine
guestions, which would not fit the context. Howeuwle expressions with relatively fixed
intonational patterns proved to be problematicsigdsjects from both groups indicating that
even 4 semesters of phonetics classes may natestdfisuccessfully acquire the intonation
of the second language.Tables 4.12, 4.13 and 4dvde the summary of the pragmatic
uses of intonation in Polish, English and the legmsystem.

Tone Meaning Context
Rising / high tones Non-finality General questions withoazy, commands,
acceptations (of command), polite statements
Signalling continuation

Falling / low tones Finality Statements, explanations, acceptations (of a
statement)czy-questions

Signalling finality

Fall-rise / rise-fall Specifically Polish Emotionatterances, the former — positive
approbation, the latter — disbelief / surprise

Table 4.12 The use of intonation in Polish (adafitech Karpiaski 2006: 187)

Tone Meaning Context
Rising / high tones Non-finality y/n questions, order, ‘gentlelh-questions, tag
guestions (open to dis-/agreement), ‘encouraging
statement
Signalling continuation, encouragement

Falling / low tones Finality Statements, explanationgh-questions, ‘insistent’
y/n gquestions, tag questions (seeking agreement),
commands

Signalling finality

Fall-rise Local Implicational: contrast, resdioas, polite
correction (statements, also in negative ones)

Rise-fall Local Impressed statements and y/n quest‘gossip’,
grammatically marked exclamatives, challenging
sarcastic / ironic statements

~

Table 4.13 The use of intonation in English (basedruttenden 1986 and Wells 2006)
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Tone Meaning Context
Rising / high tones Non-finality y/n questions, commands, most tag questigons
(esp. earlier stagesyh-questions (esp.
earlier stages), polite statements
Signalling continuation

Falling / low tones Finality Statements, explanations, acceptations (of|a
statement), y/n questions (resemblozy
guestions, esp. earlier stages),
Signalling finality

Fall-rise Specifically Polish, | Emotional utterances

non-finality

Signalling continuation

Rise-fall Specifically Polish Emotional utterances

Table 4.14 The use of intonation in the Polishrieds system

4.3. Summary

Chapter 3 presented typological differences betwerglish and Polish derived from
Donegan and Stampe’s (1993) holistic organizatibfaioguages, which allowed for the
following statements about the intonational systefrthe two languages.

a) Richer morphology and more flexible sentence stmgcin Polish makes intonation
less varied than in English: there are fewer toaed they are predominantly
simple. More complex tones, including tritonal onescur largely in emotional
speech. The pitch range is also narrower than glign

b) English morphology and syntactic structures causwsnation to be more
variegated, as one of its functions is to signdlabe grammatical relations.
According to Natural Phonology, the L2 learner t@segain access to universal

processes in the course of the acquisition of Lgremts. The acquisition of intonation
apparently follows a different path, since univermacesses seem not to be completely
suppressed in the L1. Languages employ narroweh péange (cf. the Effort Code), as
well as archetypal falls and rises (cf. the ProdmctCode) with the universal
interpretations. On the other hand, the fall aredrtbe may be used for different purposes,
e.g. they may not signal the polarity between statgs and questions in all contexts. Such
merging of the paralinguistic and linguistic elenseproves that intonation does belong to
the “edges of language” and any attempt to sepénatparalinguistic component from the
linguistic one is, to a large extent, in vain.

What is significant, greater proficiency in Engligrammar, i.e. the acquisition of
the less varied, barely inflected syntactic strregy may not have any impact on the
acquisition of intonation. Moreover, neither dobe tetter command of L2 segments:
intonation follows its own path, as Wrembel’s (2D@&d the present study reveal. Finally,
the acquisition of intonation starts late and relsasuccessful.

123



The aim of chapter 4 was to verify the model of dlequisition of L2 intonation. As
it was hypothesized, group A’s performance revedlsel existence of phonological
processes, which needed to be ‘ungrammaticalizedrder to shed their L1 settings and
assume those of the L2. L1 influence was most evitethe speech of group A, especially
in the timing of peak alignment resulting from @efncies in the perceptual abilities of the
subjects, and the transfer of L1 pragmatic andhgratical functions of intonation.

Group B have suppressed universal processes amufluénce to a greater degree
than group A, but not entirely. Intonational cormowere used more appropriately, as long
as the context of the experimental texts allowedatthor to jugde them as ‘appropriate’.
It must be noted, though, that the author is avedréhe difficulties in deciding which
factors exactly guide the speakers in implementingarticular tone. On average, peak
alignment was significantly later than in the penfance of group A, however, not due to
its delaying, but because of the previous acqaisitf long vowels and rhythm. Despite
this advancement, group B’s peak timing was famftieing target-like. One cannot forget,
though, that the subjects, living in a monolingeauntry, may not have had enough
comprehensive input, therefore none of them hasheshnative-like alignment. It is also
not clear whether formal instruction is capablafécting the acquisition of L2 alignment.

The conclusions resulting from the perception teshain tentative, due to the
limitations inherent in the study of this phenomendnlike segments, intonation resists an
easy classification into categories, which was destrated by the study by Kangki and
Post (still in progress; after Kafigki 2006): it was possible to establish perceptual
categories for patterns performing certain intaral functions (question vs. statement),
but the categories proved too broad to draw cleaiconclusions. The experiment in the
present study concentrated on the skill to dist@tween simple and complex tones. All
subjects recognized simple tones correctly, whias wot surprising, yet they did not
differ much in the ability to recognize complex ¢3n At the same time, the fall-rise and
rise-fall appeared more frequently in group B'srahces. Clearly, a more detailed study
is required in order to establish the strengthhef telationship between perception and
acquisition of intonation.

As it was mentioned in chapter 3, the conflict westn the typological and
language-specific, as well as universal preferense®solved to the advantage of the
former. Indeed, although universals predominatetred beginning of intonational
acquisition, they are soon suppressed, unlike Efepences, which is supported by the fact
that the number of archetypical simple low falliagd low rising tones receded in the
performance of group B, but certain L1 patternssigéed, such as the relatively fixed
contours of certain expressions (greetings, apefygguestion tags, etc.). The more
frequent occurrence of the fall-rise also indicates suppression of the tendency for the
universals, however, the L2-specific meanings weseacquired by the more advanced
group B. Moreover, peak alignment, although lat@ntin Polish, was still closer to the L1
system.
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Whether group B achieved or was “close” to natike-competence depends on
which definition of “native-likeness” is adopteduch aspects as peak alignment, the
richness of the tonal inventory or the pragmaticafipropriate usage of intonation patterns
are the most obvious indicators of foreign accénis striking that the range of certain
intonational patterns employed by group A and grBuglid not differ significantly, which
indicates that acquisition was not finished, evéiaradour semesters of formal phonetic
training. The reason may lie in the learning sgttes well as in the contents of the course:
the bulk of course materials concentrated on setgnéimerefore, successful attainment
may require more emphasis on suprasegmentalsrogpee different methods of teaching.

More research is needed to confirm the resultshef present study. Greater
homogeneity of the experimental groups would appeaeficial and would contribute to
greater reliability of the experiment. A similarsearch on less advanced learners could
give an answer to the question when exactly thaiiaitpn of intonation is launched, in
other words, at which stage of SLA intonation begmbe acquired.

The present study concentrated on the interplayurufersal and L1-specific
preferences in intonational acquisition. Subsequesearch should also investigate the
influence of extraneous factors, such as cogndivé psychological ones, age, or gender,
which will lead to the better understanding of tiireenomenon.

125



Conclusions

The present dissertation aimed at investigatingnageire of the acquisition of English

intonation by Polish adult learners. The analysishe Polish subjects’ performance, as
well as the research done by other authors, prdvateinsight into the mechanisms of
learning and helped to propose a model of the attopn of intonation. Moreover, it has

been proved that Natural Phonology can providdid dascriptive framework.

First of all, the research proved that the leaneho had not done any formal
course in English phonetics but whose command gfi&imwas rather advanced employed
considerably simpler intonational patterns whenakp®y English. The learners who had
completed the phonetics course produced signifiganbre complex tones. The findings
prove that the acquisition of L2 intonation bedmig in comparison with the acquisition of
other aspects of L2 phonology, and that duringnisal stages universal processes and
language-specific preferences are operating. Asag mentioned in chapter 3, the L2
learners are equipped with a residue of universatgsses which need to be unsuppressed
if the learners want to reconstruct L2 patterns.

This operation needs to be accompanied by the olevent of L2 perceptual
categories. The perception test in the presentpdrament suggested that the perceptual
categories were already present in the less addagamup: the two groups perceptual
abilities seemed not to differ significantly.

Two intonational systems in the learners’ minds ineasne into conflict. According
to the assumptions of Natural Phonology, from theeflecting preferences those language-
specific are chosen, which is supported by thearesepresented in chapter 4. Typological
differences between English and Polish are depictazhapter 3, which reveals how the
morphology and syntax affect intonational systerhghe two languages: contrary to
English, Polish rich inflection and flexible sentenstructure impoverish the inventory of
intonation contours, an obstacle which Polish leestof English must overcome.

The present study revealed that the grammaticabamgimatic aspect of intonation
is most strongly affected by L1. They are most tjewisible in expressions with fixed
intonational patterns, such as greetings or apespgand in the local meanings of
individual tones, such as the fall-rise. Subjectsmf both groups committed mistakes by
using various intonation patterns in inappropriatntexts, yet the instructed group
performed better than the non-instructed one.

It is hoped that the dissertation will contribute only to the discussion of language
acquisition but also to the research into Poligbriation. As it was mentioned by many
phoneticians (e.g. Hirst — Di Cristo 1998; Gusse®mo2004), the prosodic systems of
many Asiatic and African languages are well-desatjlcontrary to those of well-known
European languages.
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APPENDIX

Dialogue

J: Do you remember where | put my glasses, Sally?

S: Of course, Joe. Check behind these books. Casg®them?

J: Yes. I've been looking for them all afternoon.dmwto look through my old clothes.
S: What do you want to do with them?

J: | think I'll throw away that tattered T-shirt, tjamper, those trousers and trainers.
S: Which jumper?

J: Green one.

S: Green? That's blue.

J: Oh. And what colour are my trousers then?

S: I'd call the trousers brownish. You should really your glasses on, shouldn't you?
J: But where are my trainers?

S: I'm so sorry. | must have thrown them away.

The monologue

Hello there, good afternoon. Well, after a wet warak today is much brighter for most of
us, although there are still some showers in gdr8cotland. But let's start across South-
East England and East Anglia, where most placddwitiry with sunny spells this
afternoon, although there will be quite a lot afuds at times. Top temperature 23 degrees
in London, very pleasant here, in just a light keee
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Possible interpretations

Dialogue (reading 1)

J. Do you remember where | put my glasses, S4llyMH* H H% high rise orglases
Sally— a vocative, de-accented)

S: Of course, Joddeclarative statement: H* L L%, a fall @oursg Check behind these
books.(imperative: a fall H* L L% orbookd Can you see then{ihversion question: a
high rise L+H* H H% orthem)

J: Yes. I've been looking for them all afternoon.dnwto look through my old clothes
(three declaratives, a fall H* L L% gres aftemoon,_clothep

S: What do you want to do with thend®h-question: high fall, H* L L% omlo)

J: I think I'll throw away that tattered T-shirt, thamper, those trousers and train€es.
list: first two items: a rise L* L H%, penultimateem, trousers a fall-rise: H* L H%, final
item: high fall, H* L L%)

S: Which jumper3wh-question: high fall H* L L% ofumper)
J: Green onethigh fall H* L L% ongreer)

S: Green?qexclamation/surprised echo question: fall-riselH4%) That's blue.
(declarative: high fall H* L L%)

J: Oh.(exclamation: high fall H* L L%)And what colour are my trousers thegmah-
guestion: high fall H* L L% orirousers)

S: I'd call the trousers brownisthigh fall: H* L L% onbrownish) You should really put
your glasses orflow fall L* L L% on really, low key)shouldn't youTtag question, a fall
H* L L%)

J: But where are my trainer§®h-question: high fall, H* L L% ottrainers)

S: I'm so sorry(apology: fall-rise H* L H% orsg) | must have thrown them away.
(declarative, a fall H* L L% omway)
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Dialogue (reading 2, when love breaks down)
J: Do you remember where | put my glasses, Safhigh fall H* L L% onglas®9

S: Of course, Jodgrumpy: a rise-fall L+H* L L% orcoursg Check behind these books.
(imperative: a fall H* L L% orbookg Can you see then{ffonic inversion question: a
high rise L+H* H H% orseeg extra long vowel irseg

J: Yes. I've been looking for them all afternoon.dnwto look through my old clothes
(three declaratives: high fall H* L L% ores aftemoon, clothes

S: What do you want to do with thend®h-question: high fall H* L L% ormo)

J: I think I'll throw away that tattered T-shirt, tjamper, those trousers and traingfsur
IPs: a high fall L* L H%, oraway, trousers jumper, trousers trainers)

S: Which jumperdangry wh-question: high fall H* L L% ojumper)
J: Green one(a fall H* L L% ongreen
S: GreenArise L* L H%) That's blue(high fall H* L L%)

J: Oh.(ironic exclamation: rise-fall L+H* L L%And what colour are my trousers then?
(ironic wh-question: rise-fall L+H* L L% ottrousers)

S: I'd call the trousers brownisthigh fall H* L L% onbrownish, extra long vowel in the
last word J: You should really put your glasses @mgh fall H* L L% onreally)
shouldn't you%tag question, high fall H* L L%)

J: But where are my trainerg®h-question: high fall H* L L% ortrainers)

S:I'm so sorry(high fall H* L L% onsarry) | must have thrown them awgyronic rise-
fall L+H* L L% on away)

The monologue

Hello there, good afternoofcasual, mid-level L* L L%)Well, after a wet weeken¢fall-
rise H* L H%) today is_muclbrighter for most of ug, fall+rise with nucleus omuchH*
L H%) although there are stdlome showerghigh fall H* L L%) in parts of Scotland.
(high fall H* L L%) But let's start across South-East lang and East Ada, (fall H* L
L%) where_mosplaces will be dryfall H* L L%) with sunny spells this afternopffall-
rise H* L H%) although there will be quite lot of cloudsat times(fall H* L L%) Top
temperaturglow rise L* L H%) 23 degrees in Laton, (low rise L* L H%) very plesant
here,(low rise L* L H%) in just a light breezénigh fall H* L L%).
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